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Abstract

As technologies dhrink further, operating frequencies increase, and low-k dielectrics are
introduced to diminish capacitive effects, on-chip inductance effects become more and
more dominant in VLS drcuits. The accurae extraction, smulation and modeling of
inductance are seen as growing problems in lecent years and trends show that the relative
contribution of inductive effects will continue to increase. Inductive effects have become
important in determining power supply integrity, timing and noise andyss, especidly for
globa clock networks, signal buses and supply grids in upper severd layers for high-
performance microprocessors.

This thess congsts of three parts, covering the extraction, smulation and compact
modeling aspects of on-chip inductance issues. The fird pat deds with the fast ad
highly accurate dmulatiion of onchip inductance with precorrected-FFT method that
congders dl the inductance terms. The second part presents a circuit-aware extraction
method that drops some inductance terms and gives out a highly sparsfied inverse
inductance matrix for the fast and accurate smulation of on-chip inductance sysem. The
lagt part of this thesis is devoted to building up a compact mode for on-chip inductance
systemsfor goplicationsin timing and noise andyss.

A precorrected-FFT approach for fast and highly accurate smulaion of circuits with
on-chip inductance is firg proposed. This work is motivated by the fact that circuit
andyss and optimization methods based on the partiad dement equivdent circuit (PEEC)
modd require the solution of a subproblem in which a dense inductance matrix must be
multiplied by a given vector, an operation with a high computationd cod. Unlike
traditiona inductance extraction approaches, the precorrected-FFT method does not
attempt to compute the nductance matrix explicitly, but assumes the entries in the given
vector to be the fictitious currents in inductors and enables the accurate and quick
computation of this matrix-vector product by exploiting the properties of the inductance
cdculation procedure. The effects of al of the inductors are implicitly condgdered in the
cdculation: faraway inductor effects are cegptured by representing the conductor currents
as point currents on a grid, while nearby inductive interactions are modded through
direct caculation. The grid representation enables the use of the discrete Fast Fourier



Trandform (FFT) for fast magnetic vector potentia caculation. The precorrected-FFT
method has been applied to accurady smulate large indudrid circuits with up to
121,000 inductors and over 7 hillion mutud inductive couplings in about 20 minutes.
Techniques for trading off CPU time with accuracy using different approximation orders
and grid condructions ae dso illustrated. Comparisons with a block diagond
goarsfication method are usad to illudtrate the accuracy and effectiveness of this method.
In terms of accuracy, memory and speed, it is shown that the precorrected-FFT method is
an excdlent gpproach for smulating on-chip inductance in alarge circuit.

Next this thesis proposes two practical approaches for on-chip inductance extraction
to obtain a highly sparsified and accurate inverse inductance matrix K. Both approaches
differ from previous methods in that they use circuit characteridtics to obtain a sparse,
dable and symmetric K, using the concept of resstance-dominant and inductance-
dominant lines. Specificdly, they begin by finding inductance-dominant lines and
forming initid dudes folloved by heuridicdly enlaging and/or combining these
clusers, with the god of including only the important inductance terms in the sparsfied
K marix. Algorithm 1 permits the influence of the magnetic field of aggressor lines to
reech the edge of the chip, while Algorithm 2 works under the smplified assumptions

that the supply lines have zero é L; (dl; /dt) drops (but have nonzero parasitic R's and
j

C's), and tha currents cannot return through supply lines beyond a user-defined distance.
For reasonable dedgns, Algorithm 1 ddivers a spardfication of 97% for dday and
oscillation magnitude errors of 10% and 15%, respectively, as compared to Algorithm 2
where the spardfication can reach 99% for the same delay error. An offshoot of this work
is the devdopment of K-PRIMA, an extenson of the reduced-order modding technique,
PRIMA, to handle K matrices with guarantees of passvity.

Findly, a compact modd for RLC interconnect lines, in the form of a two-path ladder
that is vdid over a wide range of input trandtion times is proposed for on-chip
interconnect timing and noise anadyss. The modd paranges are syntheszed through
condrained nonlinear optimization to directly match the sgnd response characteridtics
over a range of input trangtion times and loads, both a the driving point and a the
receiver end. The effect of cagpacitances on the return current distribution is explicitly



consdered in this work in obtaning the accurate responses for three-dimensond
indudrid circuits, and is found to have a sgnificant effect. The parameters for this modd
are embedded into a table that is characterized once for a design and then used for the
andyss of various dructured interconnects. Compared with a prior compact modeling
gpproach, the model in this work is demonstrated to accurately predict responses such as
the interconnect dday, gate delay, trandtion times a near and far ends of switching lines
aswdl asthe overshoot a the far ends of switching lines.
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Chapter 1

Introduction

1.1 Technology trends

The fat and accurate Smulation of circuits with on-chip inductance is a growing
problem. The trends in integrated circuit technology parameters given by the
Internationa  Technology Roadmap for Semiconductors (ITRS01) [1] are summarized in
Table 1.1 and it is estimated by Moore's Law [2] that the exponential scaling will last for
another 10 to 14 years. It can be expected that the operating frequencies and the number
of wires for high peformance integrated circuits will increese sgnificantly. In addition,
low-k didectrics and low-resdivity metd materids are used to diminish cgpacitive and
resgive effects All these factors result in the continuous increase of the redive
contribution of inductive effects on circuit behavior, particularly in the uppermost metd
layers, as lines become longer and more closely packed. Inductive effects have become
important in determining power supply integrity, timing and noise andyss, especidly for
globa cdock networks, dgnal buses and supply grids for  high-performance
microprocessors. There are two types of linesthat are impacted by inductive effects.

switching lines, i.e, clock nets and signa nets
supply lines, i.e., Vg and ground lines

It is important to integrate the andyds of switching and supply lines since (@) the supply
lines act as return paths for switching lines, and therr didribution affects the sgnds on
switching lines, and (b) the magnitude of the return currents impacts the integrity of the
upply lines. As a result, extraction, smulation and modding techniques for inductive



effects represent an important and sgnificant research area. The importance, physica
nature, effects, and extraction issues of on-chip inductance are briefly discussed in [3].
The current digtribution and inductance effects in copper meta wires are studied in [4].
Although inductance usudly causes larger dday and noise, is can dso improve the
performance of high speed IC in the aspects of dew rae, power consumption and chip

area[5].
Year Tech. No. of No. of f Vdd Sze | Power
node(nm) | Tran. (M) | wirelevd | (MH2) V) (mm) | (W)
2001 130 89 7 1684 1.1 310 130
2002 115 112 7~8 2317 1.0 310 140
2003 100 142 8 3088 1.0 310 150
2004 90 178 8 3990 1.0 310 160
2005 80 225 8~9 5173 0.9 310 170
2006 70 283 9 5631 0.9 310 180
2007 65 357 9 6739 0.7 310 190
2010 45 714 9~10 11511 | 0.6 310 218
2013 32 1427 9~10 19348 | 0.5 310 251
2016 22 2854 10 28751 | 04 310 288

Table 1.1: Trendsin IC technology parameters.

1.2 State of the art in inductance extraction, smulation and modeling

Before the modeling of interconnects can move beyond RC modd and into the relm of
RLC modd, the firg chdlenge with respect to RLC interconnects must be addressed is.
when ae transmisson line effects important? Sgnificant progress has been made on this
chdlenge in [6, 7], which have given guiddines for RLC modding of on-chip
interconnects.

One of the mgor problems in determining inductance has been associated with the
fact that wire inductances are defined over current loops, but it is wel known that in an
integrated circuit environment, the return paths for the loop are difficult to predict as they
are impacted by factors such as RC paragtics, pad locations, the operating frequency and
the switching paiterns on neighboring lines. This leads to a chicken-and-egg problem
where the inductance cannot be extracted until the current return paths are known, which,

in turn, can only be determined after some knowledge of the inductance. Fortunatdy, an



elegant way around this was found using the PEEC mode [8], which does not require the
current return paths to be predetermined. The PEEC agpproach introduces the concept of
partid inductance of a wire or a wire segment. The partid sdf-inductance is defined as
the inductance of a wire segment that is in its own maegnetic field, while the partid
mutud inductance is defined between two wire ssgments, eech of which is in the
magnetic field produced by the current in the other. The concept of partid inductance
was developed in [9] and firg introduced into the circuit design fidd in [8, 10]. With the
help of PEEC modd, full-wave andyss of large dircuits with very complex geometries is
possble and interactions between the cgpacitive and inductive currents are taken into
account smultaneoudy [11].

One drawback of usng the PEEC method directly is that it requires the caculation of
nonzero mutud inductances between every par of nonperpendicular wire segments in a
layout. This results in a dense inductance matrix that causes a high computationd
overhead for a smulator.  Although many entries in this marix ae sndl and have
negligible effects, zeroing them out may cause the resulting inductance matrix to lose its
desrable postive definiteness property [12], which is a necessary condition for the
matrix to represent a physcdly redizable inductor system. Consequently, severa efforts
have been made to develop dgorithms to sparsfy the dense inductance meatrix while
maintaining this property.

The shift and truncate method [13] finds a sparse matrix approximation by assuming
that the current return of each wire segment is not a infinity, but is didributed on a shell
of finite radius Ry, which must be congant for the andyss of the entire chip. Under this
assumption, the inductance formula (1) is dtered by subtracting a factor, which is
inversdly proportiond to Ry, from the partia inductance, and sdtting the vaue to zero if
the result is negative. Smilar methods using dlipsoidd shdls [14] and cylindricd shdlls
[15] have dso been proposed. Although these methods succeed in removing faraway
inductive interactions from condderation and mantains the podtive definiteness of the
matrix, the subtractive factor can cause erors in caculating nearby inductive interactions
if the radius is not large enough. Moreover, finding a relisble globd vadue of Ry is a
nontrivial problem: a high accuracy demands a large Ry, which, in turn, can result in low
goarsfication. Although efforts in the direction of determining Ry have been made in



[12], which dynamicdly determines this globd vaue of Ry for a sphericd shell, based on
a heuridic related to the convergence of the ratios of successve response moments, this
is not a solved problem.

Ancther approach [16] introduces a block diagond method that is a heuristic
gparsfication technique based on a smple partition of the circuit topology. This approach
dso mantans the podtive definiteness of the matrix, but neglects mutud inductances
between partitions. The circuit dement K, introduced in [17], as an dternative dement to
represent a partid inductance system. The K matrix is defined as the inverse of traditiond
PEEC inductance matrix M:

K=M" (1.1)

The work in [18] proved that the K matrix has better properties than the M matrix: not
only is it symmetric and podtive semidefinite, as required by a correct representation of
an inductive sysem, but it is dso diagondly dominant. The K matrix can eedly be
goasfied like a capacitance matrix and for the same spardfication, can obtain a higher
accuracy than an M matrix. The adgorithm in [17] for condructing the K matrix begins
by cdculating a partia inductance matrix for a smdl dructure that is endosed in a amal
window, then inverts it to obtan a smadl K matrix, and findly condructs the entire K
matrix by collecting the columns corresponding to each active conductor. As in the case
of the shift-and-truncate method, this algorithm uses a globad window size and does not
consder the circuit characteriics. One problem with the use of the K matrix is in the
absence of fast smulators: athough the work in [18] developed the smulator KSPICE, a
vaiant of SPICE tha can handle the K eement, reduced-order frequency domain
amulators ae much faster and more ussful for on-chip inductance andyss and
optimization. Hence there is a need for building a fast smulator based on reduced order
modeling. The above methods give out a sparsified PEEC inductance or K matrices.

All the above sparsfication methods can be combined with model order reduction
techniques, such as PRIMA [19], to give out reduced order modes for the linear portion
of the crcuit, which can be further combined with the gate models and smulated in
SPICE [20, 21]. [22] proposed hierarchical interconnect models by utilizing the exigting
hierarchica nature of paragitic extractors.



Loop inductance is an dternative to represent an inductance system [25, 41, 42].
Return-limited inductance [23] is a shape-based method to sparsfy the inductance matrix
in two ways independent inductance extraction of sgnd lines and supply lines and the
use of “halo rules’ to locdlize the magnetic fidd of sgnd lines by assuming that currents
reiurn from the nearet supply lines. While this method is good as a firg-order
goproximation, its assumption tha the nearest supply lines completely block the magnetic
fiedd is not dways a vaid approximation, snce even a perfect supply line only partidly
blocks the magnetic fidd. Therefore, the mutud inductance with the non-nearest supply
line can affect the waveform on a switching line. This method dats by PEEC
representation of inductor system and results in a loop inductance matrix based on the
current return path assumption.

FastHenry [24], one of the earliest inductance extractors, is dso devoted to generating
a loop inductance matrix, beginning with the PEEC representation of the inductor
systems. It proceeds by defining a pair of ports at the driver Sde and shorting the receiver
gde to nearby power/ground lines. Unlike the returnlimited inductance method,
FastHenry estimates the current return paths and finds the loop resstance and inductance
between ports, corresponding to that specific frequency, by solving the dircuit egquations
under an RL moded with a snusoidd voltage source gpplied at the ports of driver sides.
However, this approach ignores the effects of capacitance in the edtimation of current
return paths and also makes certain assumptions about the current return paths, which can
result in large estimation errors.

In another technique based on loop inductance, sdf-inductance and mutud
inductance screen rules are developed to find possible aggressor lines and victim lines
[26, 27]. Accurate modd can dso be obtaned through solving Poisson equations and
then tranderring the accuracy of physcd smulaion to the rule-based full-chip layout
parasitic extractors [28]. A table look-up approach is dso introduced for loop inductance
in [29]. The minimum and maximum vaues of loop inductance are cdculated in [30] for
the pre-layout estimation of inductance effect.

Although the reaulting loop inductance matrices are smdler than the PEEC
inductance matrices, the difficulty in correctly edimating the current return pahs limits
their gpplication in highly accurate on-chip inductance andyss. Therefore, in this thess



the PEEC inductance modd is chosen to develop accurate and fast extraction, smulation
and modeling methods for on-chip inductance.

The shortcomings common to al previoudy proposed sparsfication techniques for
PEEC inductance matrices are twofold. Fird, it is difficult to determine how to st the
radius or partition sze outsade which couplings may be ignored. The principal problem is
that it is difficult to definitivdly demarcate a region such that an aggressor wire segment
outsde this local interaction region is too wesk to have a Sgnificant effect on a victim
wire segment within it. Second, dthough the individud couplings that are ignored may
be smdl, it is difficult to determine the cumulaive effect of ignoring a larger sat of such
couplings without detalled knowledge of the current digributions. Ancther mgor
problem with previous spargfication techniques is that they largely neglect the circuit
characterigtics during inductance extraction.

Recently, a number of methods for circuit and layout andyss and optimization for
on-chip inductance have been proposed [31, 32, 33, 34, 35, 36]. However these methods
have typicdly used ether RL inductance formulations or andyticd modds that have
limited accuracy for large circuit structures.

Although the computationd cost can been gredatly decreased by the use of
goarsfication techniques [13, 16, 17, 23, 37], the sparsfied PEEC inductance or K
matrices is dill computationdly expensve for dmulaing large indudrid drcuits The
loop inductance produced by [41, 42] is frequency-dependent and is not directly
gpplicable to the redidic circuits Therefore, generating a fast frequency-independent
compact modd is essentid to the timing and noise andyss of circuits with on-chip
inductance.

A typicd interconnect loop mode can be described as follows. When on-chip
inductance is not important, a sandard modd for wire segments is the RC-p modd that
incorporates the loop resstance, which is dominated by the resstance of the wire
segment. The loop inductance, cdculated as the sum of the patid sdf and mutud
inductance dong a wire and its current return paths, can be introduced into this p modd
by connecting it in series with the loop resstance. Signds with different trangtion times
(rise times or fdl times), t, have different frequency components and will experience
different loop eectrical characteristics. The frequency dependency of the loop resstance



and loop inductance arises due to the proximity effect, which describes the change in the
return loop width with frequency, and the skin effect, which describes the change of
current didribution over the cross section with frequency. For example, in proximity
effect, snce currents dways choose paths with the lowest impedance, the loop width
tends to be large or go through the nearby pads a low frequencies where the loop
resgance is dominant. On the other hand, a high frequencies when loop inductance
dominates, currents choose to return from the nearest paths because the loop inductance
is proportiond to the area of the loop. The skin effect, which appears at high frequencies,
is another factor that contributes to the frequency dependence of resistance.

As demongrated in [38], the change in the loop resistance and inductance can be very
large over a range of frequenciess Compared to its low-frequency vaue, the loop
inductance can decrease by about 50% at high frequencies, while the loop resstance
increases monotonicaly as the frequency increases. Due to the skin effect, which
becomes more acute as the frequency increases, the loop resistance does not saturate.

A RL ladder circuit was proposed in [39] to approximate the frequency-dependent
proximity and skin effects. This mode was further developed in [38] to synthesize a
layout-based  hybrid ladder circuit, with an additiona shunt impedance to hep
compensate for the high-frequency loop inductance.

However, this procedure has two limitations. firs, in order to compute the loop
inductance, it uses an RL-only modd that ignores the effect of cgpacitance on the return
current digtribution, thereby causing errors in the esimation of the frequency-dependent
resstance and inductance. Secondly, it models the impedance of the interconnect a the
driving point, and not the transfer characterisics from the driving point to the recelver
input.

1.3 Outline of thethesis

In this thess, a precorrected-FFT method, circuit-aware method and a two-path ladder
model are developed for fast and accurate on-chip inductance smulation, extraction and
modding respectivdy. Specificdly, dl the dgorithms presented in this thess starts by
the comprehensve PEEC mode for circuits, as depicted in Chapter 2. The precorrected-
FFT dgorithm gives out the product of inductance matrix and a current vector; the
arcuit-aware agorithm produces a sparsfied K matrix, while the compact modeding



method syntheszes a two-path ladder mode through the nonrlinear optimization
technique.

Indead of entirdy dropping long-range couplings, the precorrected-FFT method
described in Chapter 3 approximates these couplings, thereby overcoming the above two
shortcomings in previous techniques to sparsfy PEEC inductance or K matrices. The
man idea of this method is to represent the long-range part of the vector potentia by
point currents on a uniform grid and nearby interactions by direct caculations. The grid
representation permits the use of the discrete Fast Fourier Trandform (FFT) [40] for fast
potential caculations. Because of the decoupling of the short and long-range parts of the
potentias, this agorithm can be applied to problems with irregular discretizations.

The idea of usng a precorrected-FFT approach for accelerated eectromagnetic
caculations has been used in the past to accderate the coulomb potentid calculation for
solving dectromagnetic boundary integral  eguations for three-dimensona  geometries.
During the capacitance extraction technique introduced in [41, 42], each iteration of the
adgorithm computes the product of a dense matrix with a charge vector to cdculate
electrical potential on each conductor. The basic precorrected-FFT method presented in
this work is inspired by the method in [41, 42] for capacitance extraction, but is adapted
to the specific requirements of Smulaion of on-chip inductance. Unlike [41, 42], the
method proposed in this thess does not focus on extracting a matrix describing the
paragtics (namdy, the inductance matrix M in this work), but rather, directly consider
how the inductance matrix is used in fag amulation agorithms. As described in Section
2, many smulators do not require M to be explicitly determined, but instead, require the
computation of the product of M with a vector |. The gpproach developed in this work
accderates the procedure that is used to directly determine the M~ | product without
explicgtly finding M. It proceeds by fird assuming tha the entries in | are fictitious
currents in inductors and then trandforming the caculation of the M~ | product to the
cdculaion of the integration of the magnetic vector potentid A over the volume of the
inductors, as depicted in eguation (3.1) in Chapter 3. The long-range magnetic
interactions are represented by point currents on a discretized grid, while short-range
contributions to the M “ | product are directly cdculated. Severd condderations are
incorporated to make the agorithm efficient and applicable to large circuits and complex



layouts.  Fird, dnce mutudly perpendicular ssgments do not have any inductive
interactions [43], it is possible to apply the precorrected-FFT method to wire segments in
the two perpendicular directions separatdy. This gmplification is agpplicable to
inductance systems and not to capacitance system. Second, since IC chips typicaly have
much larger szes in the two planar dimensons than in the third (i.e, they tend to be
“fla”), it is shown in the proposed work that a two-dimensond grid may be used instead
of athree-dimensond grid.

The application of the precorrected-FFT method within a smulation flow based on
PRIMA [19] is demonsirated on circuits of up to 121,000 inductors and over 7 hillion
mutua  inductive couplings. These experiments demondrate the speed, memory
consumption and accuracy of the precorrected-FFT method as compared to the block
diagond method [16]. It is a0 illustrated in this proposed work how tradeoffs may be
made in order to obtain higher speed implementations with a small reduction in accuracy.

The next pat of the thess develop a “dircuit-aware’ inductance extraction method in
Chapter 4 that explicitly tekes the dcircuit environment into congderation during
extraction. For example, when a highly inductive line is driven by a very resdive driver,
the effects of the inductance would be suppressed by the driver. While a traditiond
gpproach would extract for dl inductors, the circuit-aware approach examines the circuit
context of an dement and determines an gppropriate level of accuracy of inductance
extraction. Unlike [13], this work is not constrained by the requirement of a uniform R
vadue, and can therefore obtain greater degrees of sparsfication. This approach classfies
the switching lines into two categories that are loosaly defined as follows:

inductance-dominant_lines (ID lines): a sdf/mutud inductance of the line drongly

affects awaveform in the circuit.
resistance-dominant lines (RD lines): inductive effects are partidly or completely
damped out by the driver resstance, so that both the sef and the mutua inductances

associated with this line have a weak (but not necessarily zero) impact on dl the

waveformsin the circuit.

Note that the above description of ID and RD lines is quditative, and the techniques
that quantitatively identify ID and RD lines will be developed in Chapter 4. Based on
this categorization, the inductance matrix representation is sparsfied by only induding



ID lines and lines that ae drongly influenced by the ID lines (incduding the nearby
supply lines and some of the RD lines).

In this work, instead of the traditiond inductance matrix, the circuit dement K is
utilized as an dterndive dement to represent a partid inductance system, and circuit-
aware techniques ae developed for spardfying this matrix. KPRIMA, which is a
frequency domain smulator based on PRIMA, is aso developed.

Two drcuit-aware agorithms are proposed to sparsfy the K matrix for on-chip
inductance extraction for fast and accurate smulation of VLS circuit. Algorithm 1 works
under the assumption that supply lines are imperfect conductors with their own RKC's.
In this dgorithm, magnetic fiddd can reach infinity, dthough more redidicdly, the chip
gze forms the boundary up to which the fidd is limited. Algorithm 2, on the other hand,

assumes that there is no é L (dl; /dt) drop on the supply lines (but are not perfect
j

ground planes, and may aso experience RC drops). Any mutua inductances between
supply and switching lines are incorporated into the inductances of the switching lines,
but the R's and C's of the supply lines are explicitly consdered. Unlike the assumptions
in the return-limited inductance method [23], the currents are permitted to return from the
supply lines beyond the nearest supply lines and dlow the non-zero net magnetic fidd of
aggressor lines and supply return currents to surpass the nearest supply lines and reach
some user-defined distance, which can be thought of as a higher-order approximation
Outsgde this user-defined distance, it is assumed that there are no current return paths for
the aggressor lines and that the magnetic fiedld of the aggressors lines are completely
canceled by the return currents within the user-defined distance. A worst-case switching
pattern and a set of worst-case switching current sources, which mode the current drawn
by the functiond blocks connected to supply lines, are used in determining the sparsfied
K matrix, so that a worst-case K marix} can be found that can safely be used under other
input switching patterns. The advantages of this gpproach are as follows:

Adaptability: This dgorithm is gpplicable to different technologies and geometries

because it is generated from the basic circuit equations. For different technologies and

geometries, the precise definitions of ID/RD lines, and the precise criteria for

! The term "worst-case" here only refers to the fact that thisis valid under aworst case switching pattern. Under specific switching
patterns, further sparsification of the inductance matrix is possible.
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considering a line to be ID or RD can be adjusted. For example, if the current change
on a supply line caused by trangtions within some functiond block is so large thet
some supply line segments can cause inductive effects on nearby lines, these supply
lines can be presst to ID lines. In this work, the circuit-aware agorithm is gpplied to
the case where inductance effects are caused by switching lines and partidly shielded
by supply lines.

High spardgfication: The drcuit-aware adgorithm ams a dropping off as many

inductance terms as possble, so as to obtan a high sparsfication with certan

accurecy, while maintaining symmelry and podtive definiteness. Only  those
inductance terms that significantly influence® the accuracy of the solution to the
creuit areincluded in the find sparsfied K matrix.

Speed: A passve frequency doman smulator for RKC circuits is developed so0 that

the drcuit-aware dgorithm peforms rapid frequency domain andyses usng reduced-

order modeling methods based on PRIMA.

These two drcuit-aware agorithms can be used under more accurate circuit models,
such as those that consider complete macromodels for the power and ground networks.

Compared with the previous sparsfication techniques, the primary contributions of
drcuit-aware method are threefold:

Two dreuit-aware agorithms are proposed to find the most important inductance
terms by examing the circuit characterigics. These dgorithm present tradeoffs between
the accuracy and the achievable spargfication through their underlying assumptions.

A technique for adapting the PRIMA dgorithm to RKC circuits, K-PRIMA, is
developed for the smulation of RKC circuits.

The choice of current return paths under the assumptions of Algorithm 2 is more
redidic than in the work in [23] that assumes the currents return from the nearest supply
lines. The currents are permitted to return from the user-defined distance that can be
farther than the nearest ones, 0 that the non-zero net magnetic fidd of the aggressor

currents and return currents can reach out beyond the nearest supply lines.

2 Inductance effects can influence several response characteristics, such as delay, oscillation magnitude, input/output trangtiontimes,
etc. In our implementation, we use the changes on delay and oscillation magnitude as measures of the significance of the inductance
effect.
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The find pat of this thess presents a computationaly efficient compact modd for
fast and accurate on-chip interconnect timing and noise andyss. It is ensured by
condruction that it is vaid over the range of trangtion times that are encountered in
typicd trangtions. The technique utilizes a table look-up procedure in which the
parameters for the modd are stored in a table that is built in accordance with the layout
characteristics. Each entry provides a st of numbes for the modd parameters
corresponding to a specific layout. Parameters for layouts that do not directly correspond
to a table entry are interpolated. For dructures that have less number of switching lines
and regular power/ground lines, this approach is practicad and results in a look-up table of
manageable Sze. To subgtantiate this statement, the viability of the proposed approach
on aclock net built to industrid specifications is demonstrated.

The proposed modding in this theds overcomes two limitaions in the exising
compact modeling techniques and presents an extenson of this hybrid ladder mode to a
two-path ladder modd, using a characterization technique for the modd parameters that
is vey dfferent from [38]. Specificdly, the parameters are determined through a
condrained nonlinear optimization [44] to match the response characteristics of the
compact modd to the exact response of the three-dimendond circuits under a
comprehensve PEEC model over a wide range of trangtion times and gate Szes. These
response characterigtics include the interconnect ddlay, the gate ddlay, and the trandtion
times a both the near and far ends of switching lines. Therefore, the proposed approach
naturdly matches both the driving point impedance and the trandfer impedance a the
receiver end.

Snce the two-path ladder moded is characterized over a range of typica trangtion
times, it incorporates the effects of current paths over the range of frequencies that is
encountered in red systems. A comparison between the hybrid ladder model in [38] and
the accurate response shows that the influence of capacitances on the estimation of
current return path is dgnificant and cannot be ignored if high accuracy is desired.
Moreover, the two-path ladder mode dlows the nonlinear optimizer to search over a
larger search space of parameters than a single ladder model would.

Parts of this research have been published in [37, 45-49].
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Chapter 2

Background

2.1 Definitions of loop and partial inductance
The concept of inductance is normdly defined on current loops. Suppose there are N

loops with currents 1, I2,...1j,...1n which are uniformly distributed on the cross section of
each loop. The magnetic field B induced by currents satisfies:
N-B=0 (2.1)
It can also be expressed as:
B=N" A (22
where A isthe magnetic vector potential and is not unique, because
A= A+Nf (2.3
dso stidfies eguation (2.2), where f is the scdar potentid. Therefore, the Coulomb
gauge
N-A=0 (2.4)
can be used to force the magnetic vector potentia unique.
Subgtituting equation (2.2) into Ampere' s theorem:

N" B=mJ, (2.5)
we obtain the Poisson’ s equation for the magnetic vector potential

N2A=-mJ (2.6)
The solution of thisequationin an N loop sysem is.
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or, (2.7)

where g; is the cross section area of loop j and IJ(FJ. )is the unit vector in the direction of
the current density a point 1 .
Subgtituting equation (2.2) into Faraday’s Law:

ﬂB
ait
where Eis the induced dectric field, the part of Ewhich contributes the inductive drop
can be expressed by

N"E= (2.8)

(29
The average e ectromotive force (emf) inloopi is
V()= - = B0 - (T (2.10)
a;

Combining equations (2.7), (2.9) and (2.10), we obtain the induced voltage in loop i due
to dl the currentsin this N loop system:

@m0 o 0d )

Vi (t) = a O dridr, T——— (2.11)
EXUCE R SN B
where the coefficient of the time derivative of current
F)- I (F
m “'( ) )dridfj 2.12)

M, =
wac, @ i
isthe mutual inductance between loop i andj.

For integrated circuits that associated with rather complicated on-chip structures, it is
difficult to correctly estimate the current loops, therefore the concept of partid
inductance is developed, which is defined on wire segments. Applying the above
derivation on a N wire ssgment sysem, we obtain the definition of partid inductance
which is in the smilar form as (2.12) except that the integration is not over the volume of
loops, but over the volume of wire segments. For two loops i and |, which are partitioned
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into M and N wire segments respectively, the mutua inductance between the two loops

is
—_ (l\)/l gl ITb \\rm(fm) ) I_;1(Fn) = A7
M; = 2121 Ia.a, ol dr,dr, (2.13)

If i and | represent the same current loop, equation (2.13) is the sdlf-inductance of a
sngle current loop. The expresson (2.13) can be cdculated usng accurate closed form
formulae provided in [50] or usng agpproximate formulae avalable in [51-54] for typicd
wire topologies that are useful in current-day integraied circuit environments. In this
thesiswork, partid inductance is used to represent an inductance system.

2.2 Circuit modd

There are two typicad models in interconnect andyss. the comprehensve PEEC modd
and the loop modd. The comprehensve PEEC modd is capable of considering more
kinds of circuit ements than the loop modd. In this thess work, a comprehensve PEEC
modd is used for dl the circuits.

2.2.1 Comprehensive PEEC model

In order to find current return paths redidicdly, the circuits on which experiments are
performed in this thess includes supply grids, dedicated supply lines, signd buses and
clock nets on dl the metd layers. A comprehensve PEEC modd is used for dl circuits,
which includes the consderation of the following factors interconnect resistance,
capacitance and patid inductance; switching line drivers and recevers, supply pad
resstance, capacitance, inductance and locations, via resstance; decoupling capacitances
and functiond blocks that load the supply lines. Pads are located on the top layer to
connect the supply grid to the external supply. Switching current sources are connected to
the supply grids to modd the current drawn by the functiond blocks. Resistances and
decoupling capacitances are used to modd non-switching gates connected between
supply grids. Each sgnd bus and clock net is connected to a driver and a receiver. A
typicd cross sectiond view of the layout is shown in Figure 2.1 and the specifics of the
models are detailed below and shown in Figure 2.2.
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Figure 2.1: Cross-section of the topology. The lines marked P/G represent the power/
ground (supply) lines, while the region marked S represents a group of switching lines.
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Figure 2.2: Schematic of acircuit with the ground grid and
aswitching line in PEEC modd [16].

Line models. Each line is divided into line segments usng an RLC mode for each
segment. The frequency-independent resstance of any line segment is cdculated as R=
R LW, R, L and W are, respectively, the sheet resstance, length and width. The
inductance of any line segment is cdculated by Geometricd Mean Digance (GMD)
formulae in [51]. The line modd dso includes mutud inductances between any two non
perpendicular line segments, and coupling capacitances between any two adjacent line
sggments. The line-to-ground and line-to-line capacitances are caculated by Chern's
model [55].
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Driver and receiver models: The drivers are moddled by a voltage source, an effective
driver resstance and an output capecitance. The recevers are modded as a load
capacitance connected to the ground grid. The effective resstance of the driver is
inversly proportiond to the size, and the output capacitance of the driver and the load
capacitance are each proportiond to the dze of the corresponding entity, with differing
constants of proportiondity.

Pad and via models: Pads are located on the top meta layer and are modeled by a
ressance, sdf-inductance and pad-to-ground cepecitance. Vias ae modded by
res stances that connect supply lines on different layers.

Functional block models: Switching current sources are connected to the nodes of supply
grids to modd the current drawn by the functional blocks connected to that node. The
switching currents n a region are expressed as g;ke 3, where each ke @t is the current
dravn by i" functiona block in the region, and k; and & represent the magnitude and
damping speed of the current, ranging from 10mA to 100mA and from 100ps to 400ps,
respectively.

Non-switching gate models: A non-switching gate connected between supply grid is
modeled as a resistance sequentialy connected with a decoupling capacitance.

A direct application of the PEEC modd results in dense inductance matrices. The
partid inductances of an n-wire segment sysem can be written as an n" n symmetric,
postive semidefinite matrix M T R™. Once this inductance matrix hes been caculated, it
may be incorporated into a circuit mode that captures the interactions of R, L, C and
active dementsin the circuit.

Supply lines are further clasdfied into two categories: grid supply lines and dedicated
supply lines. Grid supply lines form the main backbone of the power grid, and consst of
a st of lines that are connected together through vias, with direct connections to the
externd supply by pads. On the other hand, dedicated supply lines are ddiberately
placed close to switching lines in order to provide good return paths for inductive
curents.  These lines are connected to the power supply grid through vias. The vias
resstance is taken to be 0.5W. Typicd widths and spacings of grid supply lines are 6.0mm
and 54.0mm, respectively, while those of switching lines and the dedicated supply lines

are both 0.9rmm. The thickness of meta layers and oxide layers are 0.5mm and 0.6mm,
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respectively. Pads are located on M5 with spacing of 180nm. The resistance, capacitance
and inductance of the pad are 0.0003W, 390fF and 0.15nH, respectively. The switching
lines are driven by different Szes of drivers and the switching waveforms for these
drivers are chosen to excite the word-case, where dl lines are made to switch

amultaneoudy in such a way that the currents are carried in the same direction to enable

the largest (and possibly pessmidtic) é_ L (dl; /dt) drop onthelines.
i

2.2.2 Loop model

Typica interconnect loop modes can be described as follows. As shown in Figure 2.3,
when on-chip inductance is not important, a sandard mode for wire segments is the RC-
p modd tha incorporates the loop resistance, which includes the resstance of the wire
segment itsdf and the resgance of its supply return paths. The loop inductance,
cdculated as the sum of the patid sdf and mutud inductance dong a wire and its
current return paths, can be introduced into this p modd by connecting it in series with
the loop resstance. These loop resstance and inductance are al frequency dependent, as

depicted in the next subsection.
R

R L
Cl2 I Cl2 Cl2 I Cl2
I 1 1 1
@ (b)
Figure 2.3: Loop RC (a) and RLC (b) p modd.

2.3 Inductance effects

Sgnds with different trangtion times (rise times or fdl times), t, will experience
different loop electrica characteristics. A trangtion can be decomposed into a Fourier
sum of components a various frequencies. The frequency dependency of the loop
resstance and loop inductance arises due to proximity effects and skin effects. In this
thess work, only proximity effect are consgdered, but dl the agorithms can be extended
to include the skin effect, which tekes effect a& a higher frequency than the frequencies
where the proximity effect is dominant.
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2.3.1 Proximity effects

The proximity effect describes the change in the loop width with frequency. Since
currents always choose paths with the lowest impedance, the loop width tends to be large
or go through the nearby pads a low frequencies since the loop resstance is dominant.
On the other hand, a high frequencies when loop inductance dominates, currents choose
to return from the nearer paths because the loop inductance is proportiona to the area of
the loop. The redionship between the maximum frequency of interest, fmax, and the

trangtion timeis easily seen through the rlation fnax = 1/(pt).

2.3.2 Skin effects

The skin effect describes the digtribution of the current over the cross section of a wire.
At low frequencies, the current is uniformly didtributed across the cross section. As the
frequency increases, currents tend to “crowd” in the region of the cross section that is
nearer to the meta wire surfaces. The skin depth is given by:

d = /—pmlf (2.14)

where mand s are the magnetic permesbility constant and conductivity of the metd wire
respectively.

2.4 Simulation flows
If a crcuit under PEEC modd is linear, it can be solved efficiently usng modd order
reduction techniques such as PRIMA or using a SPICE-like trangent smulation flow.

2.4.1 Modd order reduction techniques
Let us use PRIMA as a representative modd order reduction engine and consder a circuit
that is represented by the modified nodal equation

(G+sC)X=B (2.153)
_eN Eu__&Q Ou _ed (2.15b)
e e 0“8 mi*TEl

19



where (G+sC) is the admittance matrix, G is a conductance matrix, C is a matrix that
represents the capacitive and inductive dements. X is a vector of unknown node voltages
and unknown currents of inductors and voltage sources, B is a vector of independent
time-varying voltage and current sources. N, Q and M are, respectively, the submatrices
representing conductances, capacitances and inductances in the network. E consds of
ones, minus ones and zeros, and N, Q, and M must be symmetric and postive definite to
guarantee passvity. The submatrix of capacitances, Q, is typicdly sparse, while the
submatrix M is dense. The vectors of moments, m;, of X can be cdculated by solving the
equations
Gmp=b (2.163)
Gm=-Cm (2.16b)
Once the orthonorma X matrix is obtained, the matrix for the reduced order system
can be caculated by:
G=X"GXx C=X"CX
Combined with the gate parameters, a net ligt for the reduced order system can be
constructed, which will give out the responses at the interested nodes by SPICE.

2.4.2 SPICE-like transent smulation flow
The time-domain modified nodd equation is given by:
GX +CX =B
where the definition and formaion of G, C, X and B are the same as in (2.15). Such
equations can be solved using the backward- Euler method:

X, .- X
GX,y +C—PL "0 =B

where h is the time step. Rearranging the above equation, we obtain

G +%)Xn+l = B+%Xn
Given the values of X a the n time step, we can solve the above equation for X a
(n+1)" time step. This equation can be solved by direct methods such as LU
factorization, or usng an iterative solver. For very large circuits and a dense M matrix in
C, LU factorization of G+C/h matrix could become computationdly expensive, and

therefore the use of iterative methods becomes attractive.
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Chapter 3

Fast On-chip Inductance Simulation using a

Precorrected-FFT Method

3.1 Problem formulation

Regardless of whether model order reduction techniques or trandent Smulations using an
iterative solver are employed, we face the problem of the multiplication of C matrix with
the moment vector or the X1 vector. The product of M with a known vector | T R™,
corresponding to the moment vector for a modd order based method or Xn+1 Vvector, for

these wire segments can be written as:

éd 1 . = u

88 (A dida)
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Here, we assume that | is the fidiitious current in wire segment m and A is the

magnetic vector potentidl on wire segment k due to |,,. A, is in the same direction as

that of |, and can be determined by the expressons in (2.7). Each entry M, in matrix M
isthe partia inductance between wire segment k and m, given by:

— rrb N\ N\ drk ) drm
M, = —% _—Mda d 3.2
" = pa,a. QQ 00 " a da, (32

where |,and a, (i=k or m) are the length and cross section area of wire segment i. The kth

etry in the M ~ | product, corresponding to the vicim wire ssgment Kk, is
amM,l,.=a (ai O - dl,da) . It is the summation of the integration of the magnetic
m=1 m=1 k

vector potential over wire segment k caused by the current in each aggressor wire
segment.

If the dense inductance matrix M is used, the computational cost for the matrix-vector
product is very high: for a sysem with n variables, this is O(n?). The larger the circuiit,
the larger is the number of moments and ports, and the heavier is the overhead of
cdculding the dense marix-vector product. Therefore, methods for sparsfying the M
matrix have been widdy understood as being vitd to solving systems with inductances in
an efficient manner.

On closer examination, however, we observe that in order to solve the circuit, it is not
the dense inductance submatrix M that needs to be determined, but rather, the product d
M with a given vector. This is the motivation for this work, and a technique that
efficiently finds the product of M with a given vector is presented usng the precorrected-
FFT approach that accelerates the computation of this matrix-vector product.

The proposed method is generd in that it can be gpplied whenever the circuit anayzer
relies on the computation of the product of the inductance matrix with a given vector,
such as PRIMA and SPICE-like trandent andyss in the case where an iterative method
is used for the eguation solution, but is not especidly useful for an LU-factorization
method since the latter requires the dements of the M matrix to be lised explicitly. In

thiswork, we use PRIMA as the smulation engine to test the results of the dgorithm.
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3.2. Precorrected-FFT method

The precorrected-FFT method presented here provides an efficient method for estimating
the dense M ~ | marix-vector product accuratdly, and is based on dividing the region
under andyss into a grid. In the description of this dgorithm, we will begin by usng a
three-dimensond grid, athough we will show in the next section that in practice, a two-
dimensond grid can dso work well in an integrated circuit environment.

Condder the three-dimensiond topology of wires that represents the circuit under
condderation. After the wires have been cut into wire ssgments to be represented using
the PEEC modd, the circuit can be subdivided into a k” |~ maray of cdls, with each
cdl contaning a st of wire segments. The contribution to the vaues of
él(a—lk DA - dlda) of wire segments within a cell under consideration (which we will
cdl the “victim cdl”) that is caused by wires in other cdls (referred to as “aggressor
cdls’) can be clasdfied into two categories long-range interactions and short-range
interactions. The centra idea of the precorrected-FFT approach is to represent the current
digribution in wire segments in the aggressor cdl by usng a smdl number of point
currents on the grid that can accurately approximate the vector potentia for faraway
victim cells. After this, the potentid a grid points caused by the grid currents is found by
a discrete convolution that can be easly performed using the FFT. Figure 3.1 shows a
schematic diagram of a multiconductor system subdivided into a grid of 3 3" 1 cdls. The
current digtributions of wires in each cdl are represented by a 2°2° 2 grid of point
currents, using an approach that will be described later.

23



Discretization
pointson
wires

Wires cut into Grid currents 4

segments -
, - o
carrying \ iiid r" > | il s
/’ ! / 4 v
currents I, % : >
|

Figure 3.1: A multiconductor system discretized into wire segments and subdivided into a
3" 3" 1 cdl array with superimposed 2° 2 2 grid current representation for each cdll. Ig
and |, are currents on grid points and real conductors respectively.
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Figure 3.2: Four steps in precorrected-FFT agorithm. (1) Projection to grid points (2)
FFT computation (3) Interpolation within the grid points and (4) Precorrection for
accurate computation of nearby interactions. Here, Ig and |, represent the currents on the
grid points and on the real conductors, respectively; Aq and V; are magnetic vector
potential on the grid points, and the valuesof § (ai A - di da,) of real conductors,

m=1 “k

repectively; R: is the radius of the collocation sphere, to be defined in section 3.2.1.
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There are four steps in the precorrected-FFT approach to calculate the product of M

and |, asillugrated in Figure 3.2:

1 Projection: The currents carried by the wire segments that lie in each cdl are
projected onto a uniform grid of point currents in the same direction as the currents in
the wires. Here, the grid is only required to have a congant grid spacing in each
dimenson, 0 that for a three-dimensond grid, the grid spacing can be different in
each of the three perpendicular directions. The boundary condition that is maintained
during projection is that the vector potentids at a set of test points on a collocation
sphere surrounding the cell should maich the vector potentials due to the actua wires.

3 FFT: A multi-dimensona FFT computation is caried out to cdculate the grid
potentials at the “victim” grid points caused by these “aggressor” grid currents.  This
computation proceeds by automaticaly congdering dl pars of aggressor-vidim
combingtions within the grid.

4 Interpolation: The grid potentids, cdculated by the FFT computation, are
interpolated onto wire segmentsin each “victim” cdl.

5 Precorrection: The projection of wire segments to the uniform grid in sep 1
inherently introduces errors into the computation. While these errors are minima for
faraway grid points, they may be more srious in modding interactions between
nearby grid cdls  Therefore, the precorrection step directly computes nearby
inductive interactions accurady, and “precorrects’ to remove the dgnificant errors
that could have been introduced as a result of projection.

A detailed description of the four stepsis provided in the following subsections.

3.2.1 Projection

The first step in the precorrected-FFT agorithm is projection, which congtructs the grid
projection operator W. Using W, the long-range part of the magnetic vector potentid due
to the current didribution in a given cdl can be represented by a smal number of currents
lying on grid points throughout the volume of the cdl. In other words, the current
digtribution in wire segments can be replaced by a set of grid point currents that are used
to cdculate the long-range pat of the magnetic vector potentia. An example of the top
view of such a grid representation is shown in Figure 3.1, where the current distribution
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in each cdl is represented by a 2 2° 2 array of grid currents. Since the grid currents are
only a subgtitution for the current didtribution in wire segments, the grid can be coarser or
finer than the actua problem discretization.

The scheme for representing the current distribution in a cdll by a st of grid currents
throughout the cdl can be illustraed usng the fird uniqueness theorem in
electromagnetic fields [56]. Suppose the current (charge) distribution is contained within
some gndl volume & with radius Ry, as shown in Figure 3.3, and we are interested in
finding the induced magnetic fidd (dectric fidd) outsde of region contained within a
auface S In order to find the magnetic fiedd of a given Sationary current digtribution
(electric fidd of a given sationary charge distribution) we solve Laplace' s equation:

N2A=0 (Fordectricfidd,itis N3/ =0) (3.3)
with the boundary condition Vs, which is the known potentid digribution on the
boundary surface S The first uniqueness theorem is related to the solution of Laplace's
equation, and can be stated asfollows:

First uniqueness theorem: The solution of Laplace's equation in some region is uniquely
determined if the value of the potentid is a specified function on al boundaries of the
region.

Figure 3.3: Problem region of Laplace s equation and uniqueness theorem.

This theorem tells us that in order to solve the Laplace's equation, it is not necessary
to know the detalled didribution of current sources (charge sources), but that it is
aufficient to know the potentid digribution on the boundary surface S of the problem

region. This suggests a scheme where one current distribution can be replaced by another
current digtribution provided the two didributions result in the same potentid on the

boundary surface of the solution of Laplace's equation. For convenience of caculation,
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we choose the boundary surface as a sphere surface, caled the collocation sphere as
shown in Fgure 3.2, and point currents lying on a grid as a current didribution that
ubdtitutes the origina one.

The radius of the current distribution region Ry is a little larger than the cdl sze and
the amdl volume & contains the cell. Suppose there are p grid points on each edge of a
cdlanda p p pord of currents is used to represent m currents in wire segments in
cdl k. A sat of N; test points is chosen on a collocation sphere that has radius R> Ry, and
whose center is coincident with the center of cell k. The problem region is outsde of the
collocation sphere. Then the potentials on these N; test points due to the grid currents are
forced to match those induced by the current distribution in wire segments by solving the
linear equation:

P9I, (k)=P"I, (k) (3.4)
where 1 (k)1 R *and I, (k)T R™*are, respectively, the grid current vector and current

vector for wire segments in cell k. P¥T RV P and P"1 R™ ™represent the mapping
between the grid currents to the potentid at the test points and currents in wire segments
to the potentid at the test points, respectively. R is chosen according to the accuracy of

the projection, as described in Section 3.2.7. The entry P

ij !

which is the potentid a the

i test point induced by the unit point current at the j™ grid point, is given by:

pat = ﬂ; (3.5)

where 7'and 1 are the coordinates of i test point and j™ grid point, respectively. The
entry P'is the potentid a the i test point induced by the unit current in I wire
segment, given by:
Pt = o L (36)
4pal Cﬂri - I’|r

where F;" is the coordinate of 1™ red wire segment and a is the cross section area of that
wire segment. Solving equation (3.4) gives us the grid current vector 14(K):
Iy () =[P] P™I, (k) =W(K)I, (k) 3.7)
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where [P?] is the pseudo-inverse of P9 [57] and can be caculated by singular vaue
decomposition. There are two reasons to use the pseudo-inverse here: fird, the number of
tes points may be larger than the number of grid points for cdl k, and second, the
possble symmetric postions of the test points on the collocation sphere may cause the
P9 matrix to be nearly singular and introduce inaccuracies if the norma matrix inverse is
used. This procedure provides us with W(K), the part of the projection operator associated
with cdl k; the j™ column of W(K) is the contribution of the j" wire segment in cdll k to
the p° grid currents. Since P?! is smdl and is taken to be the same for al of the cdlls,

[PY] can be cdculated once in the setup step with a very smal computationa cost, and

is directly used in each step of the precorrected-FFT that requires its value. Note that the
grid curents obtained from cdl k conditute only a pat of the currents on these grid
points if they are shared with neighboring cells. The grid current on a grid point shared
by multiple cdls is cdculaed as the sum of the contribution from dl of the wire

segments which resde in those cdlls.

3.2.2 Calculation of grid potentialsby FFT
Once the currents in wire segments are projected to the grid, the grid potentials due to the

grid currents are computed through a multi-dimensond convolution, given by:

A, ],k)=HI = QA HG,i, LK KO @)K (3.8)

ijLk'
where A, (i, j,k)is the grid potentid & the grid point whose index in three dimensions is
(i,j,K) and each entry of H isgiven by:

I m, NPT
H(i,i',j,j',k,k'):_:'.4p||r(i,j,k)-r(i',j',k')|| TR0
f 0

(3.9
otherwise

which is the contribution to the grid potentid a grid point (i,j,K) induced by unit point
current a grid point (i’,j’,K’). It can be seen eadlly that (3.8) has the form of a convolution
operation, and the discrete Fast Fourier Transform (FFT) can be exploited to rapidly
implement this convolution. On a practical front, we observe that the mairix H needs to
be computed only once during this computation. Moreover, the number of grid points in
each dimenson is best chosen as a power of two, or as a vaue with only smal vaues of

28



prime factors, 0 that the implementation of the FFT is efficent. For further efficiency,
the sparsity properties of 14 and H can be exploited.

3.2.3 Interpolation

After the grid potentid is caculated using the FFT, the values of § (ai A - dlda)
m=1 k

over victim conductors can be obtained through interpolation of the potentids on grid

points throughout the cdl that the victim conductor lies in. This sep is bascdly the

inverse process of the projection step, and the interpolation operator can be obtained by

the following theorem [41, 42]:

Theorem: If V1 R™is an operator that projects a current onto m grid points, VT may be
interpreted as an operator which interpolates potentid a m grid points onto a current
coordinate; conversdly, if V' T R'™is an operator that interpolates the potentiad & m grid
points onto a current coordinate, \7may be interpreted as an operator that projects a

current onto the m grid points. In ether case, Vand VT have comparable accuracy.

The proof of this theorem is provided in [41, 42]. However, whether the interpolation
operator is the transpose of the projection operator or not depends on the discretization
scheme used in the discretization of the integra equation [58]. As described in [58], if a
Gdekin scheme is used, s0 that the entries of the dense matrix include the integration
about both the aggressor discrete dement as wel as the victim discrete dement, the
dense matrix will be symmetric and podtive definite. In this case, the transpose of the
projection operator can be used as the interpolation operator. If (2.7) and (2.12) are
goplied to caculate inductance vaues, the inductance matrix, M, is just the dense matrix
resulting from the discretization under the Gaerkin scheme, o that the interpolation
operator isW'.

3.2.4 Precorrection

The grid representation of the current digtribution in a cdll is only accurate for potentia
cdculations that correspond to long-range interactions. In practice, nearby interactions
have the largest contribution to the total induced potentids, and therefore, they must be
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treated directly and accurately. Since the nearby interactions have dready been included
in the potentia caculation after the above three deps, it is necessary to subtract this
inaccurate part from the result of the interpolation step before the accurate measure of

nearby interactionsis added in.

This is easly done the part of the value of § (ai DA - dl da) of awire ssgment
k

m=1
incdl k due to the currents in wire ssgments in cdl | is M(k,DI(l), where I(l) is the current
vector for cdl | and M(kl) is the part of the inductance matrix M corresponding to the
mutua inductance terms between the victim wire ssgments in cdl k and the aggressor

wire ssgmentsin cdl |. V (k) corresponds to the values of § (aiGB*m - dl da,) of wire

m=1 k
segments in cdl k, computed from the projection, FFT and interpolation steps. The part
of thiscaculaion related to the currentsin cell | is

Ve (k1) =W(K)"H (k, )W (D1 (1) (3.10)
where W(1) and W(K)" are the projection operator in cdl | and interpolation operator in
cdl k, respectively. H(k,l) is the pat of the multi-dimensond convolution step that
cdculates the grid potentia throughout cell k due to the grid currents throughout cel |.
The precorrection step subtracts V,; (k,1) from V,(k)and then adds the accurate direct
interaction M(k,1)I(1):

V(K) =V; (K)- Vs (kD) +M(k,DI(1) =V (k) + M (k,D1(1) (3.11)
where M(k,l) is a precorrection operator for cell k corresponding to cell | and is given
by:

M (k,1) =M (k,1) - W(K)T H(k, )W(I) (3.12)

Although the M ~ | product may be caculated many times (for example, in the loop of

caculating moments in PRIMA), the expense of computing M (k1) is incurred only once

in the initid setup step, and can thence be reused. After precorrection, V(K) is a good

approximation to the red result of é M (k,D)I (1), because it includes long-range
|

contribution to the potentid through the grid representation and short-range contribution
through the direct calculation.
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3.2.5 Complete precorrected-FFT algorithm

Combining the above seps leads to the complete application of precorrected-FFT
dgorithm on the dense inductance matrix and vector product problem. The fina solution
of theinduced voltagesis

V =Ml =(M +WT HW)I (3.13)
where W is the sparse projection operator, of which each nonzero entry W is the
contribution of jth entry in the | vector on to the grid current a the i grid point. H can

ds0 be congructed as a sparse matrix for an efficient implementation of FFT. Misa
garse matrix because the number of cels included in the cdculaion of nearby

interactions is smdl, and each nonzero entry M (i, j)is the error caused by the grid
representation during the caculation of the vaue of M(i, j)I; for wire ssgment i due to

the current in wire segment j in a nearby cdl. The complete dgorithm, including the
setup step, isillustrated in pseudo code as follows.
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Precorrected- FFT approach to compute M I
1 Setup step:
1.1 Construct [P']
1.2 Construct W for the whole circuit
Foreachcdl k=1toK

{
Construct P" (k)

Calculate the projection operator for cdl k as:
W(k) =[P*]" P"(k)
Accumulate the entriesin W(K) into W

}
1.3 Congruct H for dl of the grid points, cdculate the FFT of H and store the

results.
H = FFT(H)
1.4 Construct M for the whole circuit
Foreachcdl k=1to K

{
For each nearby cell 1 = 1 to N(k)

{
Caculate W (k)" H (k, )W (1)
Cdculate the mutud inductance terms associated
with the aggressor cell | and thevictim cdll k: M(k,l)
Calculate precorrection operator:

M (k,1) = M (k, 1) - W(K)" H(k, hW(I)
for cdisk and |
Accumulate the entriesof M (k1) to build M for the whole circit

}

}
2 Precorrected-FFT step:
Given the vector |
2.1 Projection
Cdculate grid currents: 1, =W

2.2 Convolution

Compute I, = FFT(l )

Compute 'Zb = I—~|I~g

Compute A, = FFT }(A,)
2.3 Interpolation

Ve =W'A,
2.4 Precorrection
V =V, + Ml
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The concept of the precorrected-FFT method lies in the representation of far away
interactions by grid potentids, while the nearby interaction are taken into account by
direct cdculations. This concept can be used for both the eectric fidd and the magnetic
fiedd, and therefore for both capacitance and inductance extraction. The kernd of the
cdculaion of both fidd potentids is 1/r, where r is the point-to-point distance or the
point-to-origin distance. Although the above description of the precorrected-FFT method
is superficidly dmilar to that in [41], the implementation and the application of
precorrected-FFT in this theds work differs from that for the capacitance extraction in
severd ways. These differences, which congtitute the contributions of thiswork are:

The computation of the projection operator W for cgpacitance extraction involves
a two-dimensond integration, while for the magnetic fidd, this requires a much
more complicated three-dimendond integration. In order to implement a fast and
accurate precorrect-FFT, the derivation of a compact closed form formula for the
three-dimensiond integration is very critica [59].

The objective in tis work is to solve V=MI fast and accurately, here |1 is treated
as the fictitious currents in the inductors and V is the summation of the integrd of
the magnetic vector potentid, over dl wire ssgments, caused by the current in
each aggressor wire segment. The magnetic fied induced by | as well as V do not
have a physcd meaning. This is quite different from the case for capacitance
extraction, where the method is used to solve V=PQ for a red phydcd dectric
fidd.

3.2.6 Computational cost and grid selection
Since VLS chips are thin and flat, one option is to use only one cdl in 2 (thickness)
direction. In addition, there are three parameters that need to be determined before the
precorrected-FFT agorithm is goplied to a circuit: p, q and d Parameter p is the number
of grid points on each edge of a cel, o that each cell is approximated by p? grid pointsin
three-dimensiond grid. For example in Figure 3.1, there are 23 grid points throughout the
volume of the three-dimensiond cdll.

Parameter q is the number of nearby cells which are congdered in the precorrection
gep. For example, if we only consider the first nearest neighbors to each cell (defined as
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dl cdls tha have a vertex in common with the conddered cdl, induding the cdl itsdf),
the value of g is 9. Parameter d is the cdl Sze, defined as the length of a cdl’s edge in the
X and § directions, which we will take to be equa. For a given chip size, the number of
cdls N is inversdly proportiond to d?. We reiterate that in order to implement the FFT
efficiently, it is convenient to choose the number of grid points as a power of two, or as a
number whose prime factors are small.

As the interpolation operator W' is only the transpose of the projection operator W,
the congtruction of W' has virtualy no overhead, so that we only consider the projection,
the FFT and the precorrection seps in the andysis of the computationd cost. The
complexity of each of these steps can be andyzed asfollows:

In the projection step, if n wire segments and p° test points are used to construct W,

then the computationa cost is O(p°n) ~O(n).

The cost of FFT is O(flog(A)), where nis the number of grid points and is related

with the number of cellsby therelation A p*N_ 1 n.

In the precorrection step, there are approximetely n/N_ wire segments per cell on

average, and for each wire segment, gn/N_ mutua inductance terms need to be

cdculated. Since the on-chip wire segments are in practice nearly homogenoudy
distributed, the vaue of n/N.is independent of n. The computationd cost in this

sep istherefore O(q(n/ NC)ZNC) ~O(Nc) ~ O(n) over dl cdls.

From the above andyss, it is eadly seen tha the computationd complexity of the
entire precorrected- FFT procedureis O(nlog(n)) .

It is clear that increasing the vaues of p and q will both increase the computationa
cost of the dgorithm and its accuracy. Of the three parameters, if p and q are fixed, then a
larger vadue of the cdl dze will result in a smdler number of cdls so that the
computational cogt of precorrection is increased. On the other hand, if the cdl dze is
decreased and the number of cels is increased, the cost of performing the FFT will
increese. This suggeds that there is an optimd cdl dze that yidds a minimum vaue of
cost. To search for this optimum, it is possble to perform a search that sarts with a larger
cdl sze and a smdler number of grid points, and then decreases the cdl sze until the
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minimum run time is reeched. The word-case accuracy is a function of ¢; in mogt of the
experiments in this work, only the firs nearex neghbors ae included in the
precorrection step and p is chosen as a andl vaue, so that the cdl Sze is easily sdected.
In this sense, the method for choosing the cell Sze is somewhat easer and more reigble
than the methods used in [13, 16] to find the loca interaction region, since in the
precorrected-FFT approach we only need to look for a minimum vaue of CPU or

memory cost with some consideration of accuracy.

3.2.7 Accuracy of the projection step
As daed in the ealier description, the precorrected-FFT method uses a grid
representation for a current digtribution. An andysis of each of the steps for sources of
errorsisasfollows.
The principal source of errors in the precorrected-FFT method lies in the projection
step, where grid currents are used to replace currents in wire segments.
The interpolation step results in the same theoretica error as the projection step, O
that it is not necessary to separately consider this step in the andysis of accuracy.
The FFT dep, which is gpplied to cdculate grid potentids, is an efficient
implementation of the discrete convolution and does not introduce any theoreticad
error.
The direct caculation of nearby interactions introduces no theoretica error.
Therefore, in order to maintain the accuracy of the precorrected-FFT method, it is criticd

to ensure the accuracy of the projection step.
A 2

Figure 3.4: Side view (left) and top view (right) of the experimenta setup in the
examination of the accuracy of the projection step.
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A gmdl circuit, shown in Figure 3.4, is used to examine the accuracy of the projection
sep. The setup consgts of Sx 50mm wires lying on two metd layers, with three on the
upper layer (z>0) and three on the lower layer (z<0). Each wire is divided into two
wire segments of equa length, o that there are 12 segments in al. The width, thickness
and spacing of wires are al Ivm. The currents flowing in each wire segment are 100mA
in the y direction, and the cell sze is chosen to be 50mm. The wire ssgments are off-
centered in the y direction by 1nm, while the centers of the wire sysem in x and z
direction are a the origin.

A sies of experiments is carried out with different values of the radius R; of the
collocation sphere and of p, where p isset to be 2 or 3 or 4 and R; is chosen from 1.5, 2.5,
35 and 55 times the cdl sze Theoreticaly, the grid current representation is only
accurate for the magnetic field outsde of the collocation sphere. For those neighbor cells
that are included in the collocation sphere, the accurate potential calculation should be
adjusted by the precorrection step. Since normaly a least the nearest neighbor cels are
included in the precorrection step, the smdlest vaue of R; is set to be 1.5 times of the cdll
gze. For a fixed combination of p and R, numerous evaduation points (which are
different from the evduation points on the collocation sphere) in three directions ae
chosen to evauate the difference between the magnetic potentid induced by the current
digribution in wire segments and by the p° grid currents A cylindrica coordinate
representation is employed o that the coordinates of an evauation point is expressed as
(R, g, ] ). R isthe digance of the evduation point from the origin. The unit of R isin
terms of the sze of a cdl. The vaues of the logarithm of R ae shown in order to
accommodate the large range of R vdues The directions of evduation points in
cylindrical coordinates, g, are set to be 0, 45° and 90° relaive to the + X direction. For
each angle, a s&t of evauation points is chosen in the z = O plane, such that their distance
from the origin varies between 1.5 to 25 times the cell size. Rots of the reative error at

these evduation points are shown in Figure 3.5.

36



p—r L 5

il n e At e R e
&

A W ) f’

w TN

Ro=2.5'cell slze  theta=0

s

S
Ew !

”"_“H—-"HH"".""“—--‘-H--..
iﬂj-. I ':.- e -“"H.* .'r-_"_.__",_...‘..-
10" f
1w 'il 10
1w’ e
o o8 1 18 2 28 3 1% Yy as 4 15 2 25 3 a5
log(Rt)
i Ac=3.5coll size thets=0 . Ro=5.5'coll size  thetas0
10 10
1 ""-.,_-:‘:“____ 10" \
W\ O\ — o T 5
IR \ Ny —
B g, W "
- LT - - L]
10 L S 0 T O
"'\ e e L T
10" 4 0’ i T
i . H
1™ 10"
1" w"
¢ o5 1 15 2 25 3 a5 ¢ o5 1 i5 2 25 3 Qa5
log (Rt} log(R)
. Ac=1.5"call size thata=pid . Re=2.5coll size theta=pi'd
10 - + 0 : i .
1w’ e 10 | K_‘
4l e
- w7 e
Em E | % -“h“"“-...
! a—' L™ -‘“"‘1-
— 1 | .‘-.. e
N S SC i f
L kb s 10| \
. F 1 | ! l_i'“ -'_-"1-1.-_'._-_
| tr e et L ]
* 0] {
a o
10 10
[ T I 15 g 25 B 3% 0 05 1 15 2 25 3 35
log{R1}
. N Ro=8.5"cell size thata=pi'd
10 10 : :
'ID-'l v * “'-‘--____'—'—-—.__________
oy “"-._____‘
z g.m i l-._““ "“-.____‘______--“n
I 1'e "
im* - .
'\\
1w b, Yrers
167 :i" e ——
10 1™
¢ 05 1 15 g 25 @ 3% 0 05 1 15 F! 25

37



RAc=1.5%coll size  theta=pl2 , Ro=2.5"cell size thata=pl2

10 b
.
h-\-\"\-.
5o § —
£ A E'H:I ‘ e
i , e —— B i e
E":' ________________ i ] *
------------------- = L} T ——a
o 1'..:
10 ?
w0
L o 0.5 1 15 2 5 33 0 03 ! i : a5 ?
ioglAY) legiRL)

Ac=1.58"coll size theta=pl2

i)
-1.\_“-‘-
E & i Em
" o
™ e g
i . e, E]El
1= o " .
T 16 .
W -
i
" 10
L o 035 1 1.5 2 25 3 3.3 o 0.5 1 1.5 2 25 3 3k
log{ A1) logiRt)

Figure 3.5: Rdative error caused by grid representation with p=2, 3 and 4 and R=1.5,
2.5, 35, 5.5 times the cell size. Hxe, theta is the direction of evauaion points, R. is the
radius of the collocation sphere, and R is the distance of the evauaion points from the
origin in the unit of cdl sze The solid line, dashed line and the dadhdot line correspond
to p=2, 3 and 4, respectively.

In cases where R; is smdl, such as 1.5 the cdl size, the eror decays dowly with the
digance of the evdudion point from the current digribution, and fdls off sharply when
the evaluaion points are near the collocation sphere. It can adso be seen that the error
decays fadter if the radius of the collocation sphere is larger. For example, when R: is5.5
cdl sizes and p equds 4, the error decreases from 10°° a the first evauation point to
10"%a the evauation point thet is 25 cdl sizes away from the current distribution. When
R is 1.5 cdl sizes and p eguds 4, the aror is nearly level a 10 * after a sharp change at
the collocation sphere. For an R. vdue of 25, 3.5 or 5.5 the cdl sze, the worst error
is the same. It is ds0 observed that no matter what the radius of the collation sphere is,
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the accuracy from a higher order gpproximetion is dso higher than that of a lower order
aoproximation when the evauation point is far away from the collocation sphere. These

results are seen to be largely consistent for three values of q.
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Figure 3.6: Top view (&) and cross sectiond view (b) of the test chip with three pardld
sgnd lineson M8. M9 isignored in the cross sectiond view for better clarity. The dark
background represents the dense supply lines distribution through out the four meta
layers. (Not to scale)

3.3 Experimental results

A st of experiments was carried out on a 400MHz Sun UltraSparc-11 computer server to
test the accuracy of the response from the precorrected-FFT method, and to compare the
results with those of the block diagona method in terms of accuracy, $eed and memory
cost. The test circuit is a four metd layer conductor structure on layers M6, M7, M8 and
M9 of a nine-layer chip, as illudrated in Figure 3.6, which shows the top view of the
dructure. It lies within an area whose width is 330nm and thickness is 5mm. The dircuit
congsts of three pardld dgnd wires, each with 0.8mm width, 0.8mm spacing and 0.5mm

thickness. The power/ground wires are didtributed densdy in the four layers and the
sgnd wires are on M8. The width of the test circuits & fixed throughout the experiments
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and the length changes dong with the change of the sgnd wires length in different
experiments. The driver sizes for the three sgnd wires are identical and are dtered with
the wire length in order to maintain a transtion time of 40ps a the near end of the sgnd
wires. The drivers are made to switch a the same time so that the inductance effect is
maximized and the error incurred by the precorrected-FFT method can be determined for

awors case condition.

3.3.1 Accuracy of the precorrectedFFT method

In the accuracy experiments, the value of p is sat to 4, and the nearest neighbors and the
next neares neighbors are included in the direct interaction region. The cel Szes in the X
and y direction are each chosen to be 15mm, while in the thickness direction, it is set to
7mm, such that the test Structure is at the center of the cdl. The radius of the collocation
gphereis chosen to be 2.5 times the cdll size.

A gmulaion for the same circuit is dso caried out with the block diagond
goproximation. The partition size in the block diagonad approach is 180mm™ 150mm,
which is much larger than the direct interaction region of 75mm’ 75nm. Figure 3.7 shows
a comparison of the results from the precorrected-FFT and block diagonad methods with
the accurate waveforms for 900mm long wires, with waveforms a both the driver and
receiver ddes of the middle wire being shown. The accurate waveforms are obtained by
usng the ful inductance marix in PRIMA® without any approximation while the
goproximate waveforms come from the same PRIMA smulaor but usng the
precorrected-FFT or block diagond method. There are sx waveforms in Figure 3.7,
dthough only four are clearly visble snce the waveforms from the precorrected-FFT
dmog completely overlgp with those from the accurate smulation. The largest error in
the response from precorrected-FFT is less than 1ImV. With about 100mV oscillation
magnitude induced by inductance, the rdative error of the oscillation magnitude is 0.1%.
The rdative eror in the 50% delay for the response from precorrected-FFT is even
gmdler. Although for a victim line segment, more aggressor line segments are consdered
in the direct interaction region in the block diagond method than in precorrected-FFT,

8 In dl of the experiments in Section 4.1 and 4.2, there are 13 ports and the number of moments per port in PRIMA
implementation is 5,
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the error in the response from the block diagona procedure is 4ill larger than that of
precorrected-FFT. The accumulated errors caused by the dropped mutua inductance

terms could too large to be ignored if an accurate Smulation is desired.

z 25

o5 1 15
Tima [s) 0™

Figure 3.7: Comparison of waveforms from the precorrected- FFT and the accurate
smulation at the driver and receiver sdes of the middle wire. Waveforms from the

precorrected- FFT and the accurate smulation are indistinguisheble.

Because of the high accuracy that can be obtained by the precorrected-FFT method
for this example, we observe that we can sacrifice some of the accuracy for higher speed.
Different orders of gpproximation are tested to sudy the relation between speed, memory
requirements and accuracy. The layout tested is Smilar to the above experiment but the
length of the sgnd wires is extended to 5400mm, which is the largest tested wire length,
0 as to show the largest reduction in accuracy with the coarsening of the grid. Since
there are more than 31,000 inductors in this circuit, including dl of the inductors of
ggnd wires and supply wires, a tota of nearly one hbillion mutud inductances is required
for accurate smulation. It is therefore impossble to smulate for the accurate waveforms
even in PRIMA, let done in time domain smulation. To smulate the response most
accurately, p is sat to 4, the cdl dze is st to be 15mm, and the firgt, second and third
nearest neighbors are considered in the precorrection step. The response obtained from
this setup is used as the accurate waveform for comparison purposes.

Other precorrected-FFT smulations are carried out with lower accuracy and a coarser

grid, where only the nearest neighbors are consdered in the direct interaction region and
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the cdl gze is 30nm, which doubles the cdl sze in the aove experiment. The cdl dze
and the gze of the direct interaction region are fixed in these experiments. The grids are
varioudy chosen to be three-dimensond with p=4, p=3, p=2, and two-dimensond with
p=4, p=3, p=2. The two-dimensond grid is in the plane that is pardld to the x-y plane
and lies & the mid-point of the thickness of the test dructure. In the two-dimensond
case, the collocation sphere reduces to a collocation circle in the x-y plane, as shown in
Figure 3.8. Reduction of the problem to a two-dimensond grid will increese the
efficiency of the computation at some cost in accuracy.

Collocation
v A /_O\/ circle
e "
L O»—— O
| .
R, — % Chlp
KZC},_Q_. thickness > 7 > X
2 Jo
o Plane where two-
\ / dimensond gridis

>
5 N .
Test points
Figure 3.8: Top view (left) and sSde view (right) of atwo-dimensond
grid and the collocation circle.

It is expected that larger cdll szes, andler vdues of p, and reduction in the size of the
direct interaction region will each contribute to a loss in accurecy, but with an
accompanying increase in the speed of the computation and a reduction in the memory
requirements. The waveforms a the driver and recaver sdes of the middle wire are
shown with different levels of accuracy, corresponding to p=2, 3 and 4, are virtualy
indiginguishable. Closr examindion reveds that the eror in the 50% dday is
indgnificant for the three cases, but the reative eror corresponding to the
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overshoot/undershoot is discernible, and is liged in the last column of Table 3.1. This
table dso ligs the accuracy, memory requirements and speed for esch levd of

goproximation.
Total CPU Setuptime(s) Memory Relative error of
time (9 Inductance | H_, M requirements overshoot/unders
vaues matrices (M b) hoot
=2 2D 2917 1060 148 110 13%
3D 3094 1060 302 113 12%
=3 2D 3118 1060 312 113 1.3%
3D 3682 1060 858 156 <1%
0=4 2D 3175 1060 354 117 <1%
3D 4090 1060 1196 172 <1%

Table 3.1: A comparison of the accuracy, memory requirements and CPU time for
different parameter settings for the precorrected-FFT in the Smulation of three 5400mm
long sgnd wires. Here, “2D” and “3D” correspond to the two-dimengond and three-
dimensiona cases, respectively. Thetotal CPU time corresponds to the time required for
the entire amulation, including the time required by the precorrected-FFT computations.

The setup time is the most time-consuming ep in the entire dgorithm, and is further
divided into two parts. The first part corresponds to the caculation of the inductance
values needed for the congruction of the precorrection matrix, which is equd for each
order of agpproximation, while the second relates to the time required for the caculation
of the W, Hand M matrices. For p=3, under a three-dimensiona grid, the error at the
peek is less than 1mV. The rddive eror in the oscillation magnitude a that point is 1%,
while the speed is increased by 45% as compared with the accurate result. If p is further
reduced to 2 under a three dimensiona grid, the error is 9mV but the speed is improved
by an additiona 16% compared to the p=3 case. The two-dimensiond grid representation
with p=2 results in the largest error of about 10mV and a Smilar relative error, but the
gpeed is increased only by 6% as compared to its three-dimensond counterpart. The
reeson for this relaively low speed improvement is that in the case that p=2, the

precorrected-FFT is rather fast and the time consumed in the cdculation of W, H and M
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matrices is only a sandl part of the totd setup time. Therefore, even a large increase in

the speed of calculation of W, H and M matrices will not yield a significant reduction of
the total run time. Another reason is that the number of grid points per cdl is only
reduced by haf by going from the three dimensons to two. On the other hand, if we
reduce the three-dimensond grid to two dimensons with p=4, the speed can be increased
by 22% because the number of grid points per cel is reduced from 4°=64 to 4=16, and
the time required for the caculation of W, H and M matrices plays a more important role
in the totd setup time. In this case, the accuracy is ill high even under a two-
dimensond grid. The memory requirements show a Smilar trend as the run time for p=4
and p=3, the memory requirements are reduced by 27.5% and 32%, respectively, as we
go from the three-dimensiond grid to atwo-dimensond grid.

3.3.2 Comparison of the precorrected-FFT method with the block diagonal method

The comparison in terms of accuracy between the precorrected-FFT and block diagona
methods has been described in Section 3.3.1. In this section, comparisons in terms of
memory consumption and speed between the precorrected-FFT and the block diagond
methods are carried out for Sructures of different wire lengths. The lengths of the sgnd
wires in different experiments are st to 900mm, 1800mm, 3600mm, 4500mm and
5400mm. In the block diagond method, the partition sze is chosen to be 180mm = 150mm
(180mMm in the x direction and 150mm in the y direction). For the precorrected-FFT
method, a two-dimensond grid is imposed with p=2, and the first nearest neighbors are
conddered for the precorrection step. The cdl sze is set to 30mm. Figure 3.9 shows the
waveforms computed by the two methods a the receiver end of the middle wire for wire
lengths of 900mm and 5400mm. The accuracy, memory requirements and speed for
different wire lengths for the block diagona and precorrected-FFT methods are liged in
Table 3.2. For the wire lengths of 900mm and 1800mm, the results of the precorrected-
FFT and block diagond methods are smilar to each other, and the block diagond method
is faster. However, as the wire length increases, the differences in the 50% delay and
oscillation magnitude become larger. For example, the 50% deays cdculated by the
precorrected-FFT and block diagonal methods are 95ps and 100ps respectively for a wire
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length of 3600mm, which is a difference of about 5%. The difference increases to 8%
when the wire length is 4500mm and 12.5% when the wire length is 5400nm. For wire
lengths that exceed 1800mm, the precorrected-FFT and block diagond methods perform
their computations a gpproximately the same speed, but the former has nearly hdf the
memory requirements as the latter snce the partition sze for the block diagona method
is much larger than the direct interaction region in the precorrected-FFT, i.e.,, the number
of inductances per wire segment to be calculated by the block diagond method is much
larger than that for the precorrected-FFT approach. Moreover, as the circuit size
increases, the setup time and memory consumption are seen to increase at a fadter rate for
the block diagona method.

8. 0aa a.25a

Figure 3.9: Smulaion results at the receiver Sde of the middle wire from the
precorrected- FFT and block diagona methods for different wire lengths. (&) 900mm,
precorrected-FFT (b) 900mm, block diagona (c) 5400mm, precorrected-FFT (d) 5400nm,
block diagond.
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Memory

Tota C(:;U time Setup time () consumption di?fira;:/c;
(Mb)

50% | Over/Un-
BD PCFFT BD PCFFT BD | PCFFT delay dershoot

900mm | 578 683 334 450 66 43 <0.1% 14%
1800mm | 1056 1097 571 630 95 56 1% 0.5%
3600mm | 1993 1991 | 1042 1010 153 89 5% 10%
4500mm | 2516 | 2555 | 1285 1150 184 97 8% 19%

5400mm | 3235 | 2917 | 1522 | 1220 210 110 12.5% >50%

Table 3.2: A tabulation of the accuracy, memory requirements and CPU time for different
circuit sizes using the block diagona (BD) and precorrected-FFT (PCFFT) methods. The
tota CPU time corresponds to the time for the entire Smulation, including the time
required by the block diagonal or precorrected-FFT methods.

Smilar trends are seen for the differences in the oscillation magnitude as for 50%
delay. For example, if the wire length is 4500mm with a 210mV overshoot, the difference
is 40mV. If the wire length is increased to 5400mm, the block diagonad method calculates
a larger overshoot of about 300mV, which is about 150mV different from that computed
by the precorrected-FFT approach. The precorrected-FFT predicts a more reasonable
trend in the overshoot magnitude for different wire lengths. the overshoot increases as the
wire length is increased from 900mm to 1800mm, and then decreases gradudly as the
wires grow longer. When the wire length reaches 5400mm, the output has a smdler
overshoot compared with the cases when wires are 4500nm, 3600nm and 1800nm long.
However, the trend predicted by the block diagona method is different: the overshoot
magnitude increases from 900mMm to 1800mm long wires, and then decreases if the wire
length increases from 1800mm to 4500mm, as in the case of the precorrected-FFT
method. However, when the wire length increases from 4500mm to the largest tested
length of 5400mm, the overshoot is not reduced but is increased in the block diagond
method, which is clearly inconsstent. We observe that the difference between the results
from the block diagona method and those from the precorrected-FFT is larger for longer

Wires.
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Table 3.3 ligts the overshoots and the run time of the responses at the recelver sde of
the 5400mm wire calculated by the precorrected-FFT and block diagond methods, with
different  partition szes of  30nm 30mm,  180nm 150mm,  330mm 150mm,
330mm’ 300nm, 330nm" 600mm and 330mm 900nm. It is clear that the overshoots given
by the block diagonal method do not easy to converge.

BD

PCFFT | 30mm™ | 180mm" | 330mm | 330mm" | 330nmm | 330mm’
30mMm 150mm 150mm 300mMm 600mMm 900mMm

Overshoot | 151ImV | 120mV | 300mV | 120mV | 123mV | 142mV | 161ImV

Run time 2917s 681s 3235s 5032s 9700s ohrs. 12hrs.

Table 3.3: Overshoots and run times a the receiver side of the middle wire with the
length of 5400mm from the precorrected- FFT method (PCFFT) and the block diagonal
method (BD) with different partition sizes 30mm’ 30mm, 180nm’ 150mm,
330nm’ 150mm, 330mm™ 300nm, 330mm’” 600nm, 330mm’ 900mm.

When the partition width increeses from 180mm to 330mm, the 300mV bump
disappears. the reason may be that more power/ground wires are included in each
partition, and the inductance effect is greatly reduced. If the partition length is increased
from 150mm to 300mm and then to 600mm and 900mm, with a 330mm partition width, the
overshoot increases and nears the result from the precorrected-FFT method. It is
imprecticdl to increase the partition size further because the dmulation time for
330mm’ 600mm partition is 6hrs, and includes 26.6M mutud inductances, while the
gmulation time for 330nm 900mm partition is 12hrs, and uses up about 3Gb memory.
On the contrary, the precorrected-FFT method produces a smilar overshoot within an
hour and only 110Mb memory. We ds0 test the same circuit with a higher levd of
accuracy in the precorrected-FFT method with the fifth nearest cells included in the
precorrection step and the overshoot is only 2mV different. The trends in the overshoots
and run time from the precorrected-FFT and block diagona methods indicate that the
precorrected-FFT converges easly, and therefore is a better candidate for fast smulation

of large inductive circuits for higher accuracy.
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The problem faced here by the block-diagond method is common to mogst of the
exiging dgorithms in on-chip inductance extraction. As the circuit Sze is increased, the
locd interaction region should be larger to maintain the same accuracy in the smulation.
However, it is hard to predict this interaction region a priori, and for large circuits,
increesing the interaction region gradudly is impracticd as it could result in very long
gamulation times. The precorrected-FFT method, on the other hand, overcomes this
difficulty by incduding the cdculation of far away inductance interactions usng the grid
representation.

3.3.3 Application of precorrectedFFT on alarge clock net

An experiment is caried out on a large globd clock net of a giga-hertz microprocessor,
whose layout is shown in Figure 3.10. The clock net has 4 ports, 12sinks and 121065
inductors, which corresponds to 7.3G inductance terms. With the optimization to the
implementation of precorrected-FFT, the run time for PRIMA to generate the reduced
order mode is 21mins usng a three-dimensona grid. It can be esimated that 2D
precorrected-FFT could be even fagter. The responses from the smulation in RC modd,
the precorrected-FFT and block diagond methods are shown in Figure 311 and the
layout and experimenta parameters are liged in Table 3.4. On-chip inductance has a
gsrong effect on the clock net responses. The 50% delay from the precorrected-FFT
method is 130ps, compared with 86ps delay from the response with RC modd. Reative
to the 0.5Vdd point in the far end response under an RC-only modd, the corresponding
points from the precorrected-FFT has a shift of 17ps, while the ghift in the block diagond
is only 6ps, dmost one-third of the result of the precorrected-FFT. In addition, the
differences between the 10%-90% trangition time at the near and far end responses under
an RC smulaion and under the precorrected-FFT based smulation are 53ps and 70ps
respectively, while the corresponding results from the block diagond method are 20ps
and 9ps. Therefore, in this example, compared with the precorrected-FFT results, the
block diagond method underestimates the inductance effect on the trangtion time a the
near end by 62% and overedimaes the effect on the trangtion time a the far end by
285%. The partition size in the block diagond method and the direct interaction region
in the precorrected-FFT procedure are both 150mm” 150mm. The errors in the responses

48



cdculated by the block diagona method arises from dropping of a large number of far
away mutua inductance ter

y

@)

X
Figure 3.10: Top view of the layout structure of aglobal clock net.

(A: driver input, B: driver output, C: receiver input)
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Figure 3.11: Responses from smulation under an RC-only modd, the precorrected- FFT
method and the block diagond method for the near and far ends. A: driver input
waveform, B and C: driver output and receiver input, waveform, respectively, under an
RC-only mode, D and E: driver output and receiver input waveform, repectively,
caculated using the precorrected- FFT method, F: driver output and receiver input
waveform, respectively, caculated by the block diagond method.
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No. of sinks 12
No. of ports 4
No. of inductors 121K
No. of resistances 160K
No. of capacitances 400K
No. of mutud inductance terms 7.3G
Runtime 21mins
No. of nodes 245780
No. of moments per port 10
X/Y[Z dimengion (mm) 4798/4768/4.14
No. of wire segmentsin X/Y 47058/74007
Max length of wire ssgmentsin X/Y (mm) 120.96/120.96
No. of cdlsin X/Y 64/64
Cdl szein X/Y[Z 74.97/74.50/4.968
No.of grid pointsin X/Y/Z per cell 3/3/2
Grid pitch in X/Y/Z 37.485/37.25/4.968
No. of grid pointsin X/Y/Z 129/129/2
Rdative radius of collocation sphere 12
No. of collocation points 144
No. of cdlsin direct interaction region 9

Table 3.4: Layout and experimenta parameters
(X,Y, Z: x,y and z directions in Figure 3.10)

3.4 Conclusion
A precorrected-FFT dgorithm for fast and accurate smulaion of inductive sysems is

proposed, in which long-range components of the magnetic vector potentid are
goproximated by grid currents, while nearby interactions ae cdculaed directly. A
comparison with the block diagona agorithm showed that the precorrected-FFT method
results in more accurate waveforms and less run time with much andler memory
consumption. Experiments carried out on large indudria circuits demondrate that the
precorrected-FFT method is a fast and highly accurate approach for on-chip inductance

gmulétion in large drcuits
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Chapter 4

Efficient Inductance Extraction using Circuit-

Aware Techniques

4.1 Proposed spar sification method
The moativation for the drcuit-aware dgorithm can be illustrated by considering the
circuit equation:

V,=Z1, +4 L (d /dt)
j

where V; and |; are the voltage across and the current flowing through line segment |,
repectively; Z; is the impedance of line segment i, not counting the inductance; Li; is the
sdf-inductance (if i = j) or mutud inductance (if i * j) between segment i and j; di; /dt
is the rate a which the current in segment j changes with time. The dgnificance of the
inductance effect of an aggressor line segment j on a victim line segment i depends on L
(dl; /dt) of the aggressor line segment and Z |; of the victim line segment, or in other
words, on the rdative magnitudes of the terms in the above eguation. Quditatively
gpesking, drong inductance effects originate from the line ssgments that have “large’
dl; /dt and teke effect on line segments that are “not far away” and with a “large’” value

of Lij as wel as a “smdl” vdue of Z; I;. As an illudration of this, it can be seen that until
recently, when on-chip inductances were inggnificant, RC modding was adequate for al
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on-chip lines snce the RC dements ovewhdmed any inductive coupling. The drcuit-
aware dgorithm darts by finding 1D lines that have a large vaue of dI; /dt through ID

line criterion and then groups nearby lines that have large values of Ljj and smdl vaue of
Z; l; into a clugter, 0 that a specified accuracy criterion is satisfied. The ID line criterion,
the concept of a cluster, and the detailed circuit-aware dgorithm will be explained in the

next saeveral sections.

4.1.11D linecriterion

A vey gmple but important observetion for developing circuit-aware agorithms is that
inductance-dominant lines typicdly have a smdl trandtion time and a large ostillation
megnitude and/or high frequency oscillation, so that they are the best candidete lines (due
to their large vaue of di; /dt) to cause mutud inductance effects on other lines. To

demarcate ID lines from RD lines, we use a reldive criterion to define ID lines, caled the
ID criterion, described as follows.  This criterion is gpplied individudly to one line a a
time to determine whether it can be dassfied as ID or not; recdl that the line is divided
into segments.

ID Criterion: A line is ID if the behavior of the output waveform in the presence of
inductances (partial self-inductances and mutual inductances only between any two
segments on that line) is significantly different, according to a specified metric, from the
waveform when a pure RC model is used and inductances associated with the line are
ignored.

One such metric, used in this work, dates that if the percentage vaiation in the
oxcillation magnitude is larger than a specified e, or the delay of the output response is
larger than a specified d, then the line is ID. RD lines include dl those lines that are not
inductance-dominant. In this way, we separate dl the on-chip lines into three categories.
ID switching lines, RD switching lines and supply lines.

We use these ideas of RD and ID lines to identify clugters. Formdly, we define a
cluser as a group of on-chip interconnects for which mutua inductances must be
cdculated between any pair of line segments in this group. A cluster can be seen as a
andl independent inductive sysem, and corresponds to a full inductance submatrix.
There is no mutua inductance between line segments within and outsde a cluger. Any
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lines that are not contained in any cluster are eventudly modeed as RC lines. Once these
clusters have been formed, each clugter is gpproximated by a sparsfied K submatrix thet
is guaranteed to be symmetric and postive semidefinite. Therefore, by construction, the

resulting sparse K matrix for the whole circuit is positive semidefinite and symmetric.

4.1.2 Foundationsfor the algorithm

We have performed a series of experiments to create a set of foundations on which the
proposed extraction procedures are based. The objective here is to develop criteria to
draw conclusons on whether the inductance coupling between lines is drong or not,
based on mutud inductances between lines. Therefore, the experiments in Sections
4121 and 4122 are designed to compare the effects of including mutua inductances
between the two groups of lines, to excluding then'.

We define an operation CMI (choose mutuad inductance) between any two clusters, or
between one cluster and supply and/or switching ling(s) (which are modded as RC-only)
to test the mutud inductance effects between them. As defined ealier, a cluster may
contan one or more wires. The function of this operation is to decide whether
condderation of the mutud inductance is important or not. Each CMI operaion involves
a par of gmulations, which are caried out usng the K-PRIMA dgorithm described in
Section 4.3.

Operation CMI: CMI is applied to two Stuations:

(@ Given two clusters, we compare the response in two cases.

Case 1. The two separated clusters are grouped together into one cluster so that the
mutua inductances between the two clusters are considered.

Case 2: The mutud inductances between two clusters are ignored.

(b) Given one duster and supply/switching line(s) modeled as RC-only®, we compare the
response in two cases.

Case I The ling(9) is (are) added into the cluster s0 that the mutua inductance between
the cluser and the ling(s) as well the mutua inductances between segments on the ling(s)
are considered.

4 Since we work with partial inductances, we divide each line into multiple segments. The self-inductance of aline consists of the
self-inductance of each segment and mutual inductances between segments of the same line [17].
® Note that this differs from situation (a) above where, by definition, the lines consider mutual inductances within each cluster.
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Case 2 The mutua inductances between the duster and the ling(s), as well as the mutud

inductances between segments on the ling(s), are ignored.

-

EA/LH\

__________________________________________

Jugerl Quder? Oredudte

Figure 4.1: Schematic of Stuation (a) of operation CMI.

In each gtuation above, the operation proceeds by carrying out smulations for both
cases and teding the ddays and oscillation magnitudes of the outputs of switching lines
in the two clugters or in the cluser and the switching ling(s) added into the clugter. If the
change in one of the oscillation magnitudes [delayg] is larger than an e [d], we conclude
that the mutua inductance between the clugsters (or between the cluser and the supply
and/or switching ling(s)) is important, implying that the two cluders should be grouped
into one clugter, or the supply and/or switching ling(s) should be included into the clugter.
A schemaic CMI operation for dtuation (&) is shown in Figure 4.1. For two smdler
cdugers 1 and 2, if the mutuad inductance effects between these two clusters are
ggnificant, the two smdl dugers should be grouped into one large cluster that includes
the mutua inductance terms between cluster 1 and 2.

CMI in gstuation (b) can be used to test the relation between the cluster and the supply
and/or switching ling(s). For example, if the RC-only line is a supply ling, CMI is used to
test whether the supply line is a good return path of the cluster or not. If the RC-only line
is a RD line, CMI determines whether the line is strongly influenced by the clugter. In
gtudion (b), the ID criterion has diminaed the possbility that mutud inductances dong
the RD line could, on its own, cause sgnificant inductive effects’. However, if the
addition of mutud inductances with dusters may result in dgnificant effects on the
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cluster and/or the RD line, we should add the RD line into the clugter. In Sections 4.1.2.1
and 4.1.2.2, we perform a set of experiments to derive a set of foundations that guide the
proposed approach.

vooll T i

(a) Cross-sectional view of the layout for the
experiment showing upper metal level linesonly. The
lines marked gpg represent the grid supply lines, while
those marked S are the switching lines.
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(b) Percentage change in the 50% delay (¢) Percentage change of the oscillation
magnitude
Figure 4.2: Mutud inductance effects between two switching lines

4.1.2.1 Coupling inductance between switching lines

For the fird set of experiments, congder a three-metd-layer layout consgting of three
switching lines, eech marked S, that lie between grid supply Ines, marked gpg, as shown
in Fgure 4.2 (8). The switching line in the middle is the victim line while the other two
are aggressor lines. The victim line belongs to one cluster while the two aggressor lines
belong to another. The driver sizes are set to 5, 50", 100" and 200" of the minimum
driver sze for both the aggressor lines and the victim line, and the two aggressors are
driven by identicaly szed drivers The line with the 200" driver represents a highly ID

® However, if this lineis merged into the cluster as a result of the CMI operation, all mutud inductanceswithin the duster, indluding
those between segments on the same line, can be considered.
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line while a line with the 5° driver represents a hignly RD line All other casss lie in
between, and must be classified as ID or RD depending on the victim characteristics.

The change in the 50% dday and oscillation magnitude of the victim line before and
after the application of the CMI operaion between the two clusters are as shown in
Figure 4.2 (b). Each line in the graph represents a fixed driver sze for the victim line, and
the aggressor drivers are varied adong the x-axis A log scde has been used to
accommodate the wide range in the driver szes. It is observed that for smadl drivers, the
large driver resstance causes the behavior of a line to be RD in most cases. The smaler
the resstance of the driver, the more likely it is that the line is ID. For very smal drivers,
dl inductive effects are damped out in interactions with non-ID lines for example in
Figure 4, for a victim line with a 5° driver Sze, the dday as wdl as the ostillaion
megnitude are not essly influenced by the mutua inductance of non-1D aggressor lines.
When the aggressor lines are highly ID, the dday of the victim line with the 5° driver
changes sgnificantly, though its oscillation magnitude remains zero.

Victim lines tha are moderady or highly ID are dgnificantly affected by aggressor
lines, even when the aggressor lines are not highly ID.  Highly RD lines have smdl
effects on victim lines. It can be seen that when a 5 driver is used in the victim line, the
dday and ostillation magnitude changes in the victim are negligible except when the
driver sze of the victim lines are larger than 100" . However, if the driver sze of the
aggressor line is changed from 5 to 50° or larger, it is seen that the mutua inductances
can perceptibly affect the waveform of any victim line tha is not higly RD, both in
terms of the delay and the oscillation magnitude.

Highly ID O Highly ID
Moderately 1D Moderately 1D
Moderately RD Moderately RD
Highly RD Highly RD
AGGRESSOR VICTIM

Figure 4.3: Significant interactions between aggressors and victims.

From the above smulation results, we can infer the first set of foundations:
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Foundation 1 ID lines have strong mutud inductance effects on other ID lines. ID victim
lines are easly influenced by aggressor lines. The more ID a switching line is, the more
sgnificant the effect is.
Foundation 2: RD lines, egpecidly highly RD lines have very little mutud inductance
effects on other lines. Moreover, highly RD lines are not easly influenced by aggressor
lines unlessthey are highly 1D.
Foundation 3: Moderately ID lines may have mutud inductance effects on moderately
RD lines.

These foundations can be summarized in the interaction graph in Figure 43. The
vertices in this graph correspond to aggressor lines to the left and victim lines to the right,
consdering the posshilities of them being potentidly 1D, RD or intermediate. The edges

between the vertices show the casesin which the interactions can be ignored.

gog  dpg Sdpg  gpg

NIl Il

(@ Cross-sectiond view of the layout for the
experiment showing the upper metd leve lines
only. The lines marked gpg and dpg represent
the grid supply lines and dedicated supply lines,
respectively, while the line marked S is the
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Figure 4.4: Mutud inductance effects of supply lines on switching lines

4.1.2.2 Coupling between switching lines and supply lines
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In the next set of experiments, the experimenta setup is Smilar to Section 4.1.2.1, except
that there is only one switching line that lies between two dedicated supply lines, as
shown in Fgure 44 (). Initidly the switching line forms one cduder and the two
dedicated supply lines are moddled as RC-only. The driver szes of the switching line are
set to 5, 50", 100" and 200" of the minimum driver Sze. After the gpplication of CMI
operations on the cluster and the two dedicated supply lines, the changes in the 50%
delay and oscillation magnitude of the switching line are shown in Figure 4.4 (b).

It is observed that the RC modd fals as the driver Sze is increased since inductive
effects become prominent. The incluson of mutud inductances between the switching
line and the supply lines permits a nearby current return path for the switching lines and
greatly reduces the inductance effect of the ID line, both in terms of dday and
oxcillations. The reason is that if there is a supply return path nearby (ingtead of, for
example, a infinity as assumed by the PEEC modd), the magnetic fidd vector B and
megnetic vector potentidl A of the aggressor cluster are strongly weskened by the
megnetic fidd induced by the supply return path. The magnetic vector potentid drop
dong the victim line, as well as the inductance effect of the aggressor cluser on the
victim line, is dso gretly reduced. However, if the switching lines are highly RD lines
(for example, a driver dze of 5°), supply lines have little effect on these parameters.
From the smulation results, we can infer the second set of foundetions:

Foundation 4 Supply lines have sgnificant mutua inductance effects on nearby 1D lines,
which greatly reduces the inductance effect of ID lines.

Foundation 5. Supply lines do not have dSgnificant mutuad inductance effects on RD
lines

4.1.3 Formation of clusters
Based on the above foundations, we separate the Sx possble combinations of mutud
inductance interactions between 1D lines, RD lines and supply linesinto two classes.
2 Srong mutud inductance interactions between
ID linesand nearby ID lines
ID lines and nearby supply lines
3 Weak mutud inductance interactions between
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ID linesand nearby RD lines

Moderately RD lines and nearby supply lines

Moderately RD lines and nearby moderately RD lines

Supply lines and nearby supply lines

Since drong mutud inductance interactions are the most important, the proposed

dgorithm firg identifies srong mutua inductance terms and forms clusters, and then
adds wesk mutua inductance terms into those clusters if necessary. In order to reduce as
many of the mutua inductance terms as possible, the proposed agorithms dways find the
supply return paths for a cluster before we determine which other clusters or RD lines it
will &fect. On the other hand, if we consder the mutud inductance effect between the
aggressor cdluger and victim duger/line without incorporaing the effect of the supply
return path, it is very posshle that we may overestimate the inductance effect of the
aggressor cluser and include more interactions than is necessary (and consequently
reducing the spargfication).

BASIC STEPS. We proceed by sdectivdy including a new set of inductive effects in
each iterdive sep. There are four basic steps in the two agorithms in this work, and each
of these stepsistypicaly applied repeatedly, a number of times:

4 Use the ID criterion to check whether a switching line is an ID line or not and form a
preliminary set of clusters, each of which consss of asngle ID line.

5 Check whether a sngle supply line is one of the return paths for a cluster by applying
CMI on the clugter and the supply line. If CMI shows a large mutua inductance
effect, the supply line is an important current return path and should be included into
the cluger. If the cluser only includes one ID ling only grong interactions are
consdered in this step; otherwise, both strong and weak interactions are considered.

6 Check whether a single RD line is greatly influenced by a cluser by applying CMI on
the cduger and the RD line. If there is a large mutud inductance effect, the RD line
should be included into the cluster. Only weak interactions are considered in this step.

7 Check if two clugters created so far have important mutua inductance effects between
each other by applying CMI on these two clugters. If dl lines in the two clugsters are

ID lines and their associated supply return paths, the interactions consdered here are
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grong interactions, otherwise, both strong and the weak interactions are taken into

account in this step.

The @bove basc deps consider the circuit structure and interconnections between
circuit dements and form the bass for the circuit-aware agorithms. A criticd issue is to
determine which supply lines, RD lines and other clugters on chip should be tested for the
CMI operation with a given cluster. The following section describes a method to choose
candidate lines and clusters, which greetly reduced the number of tests needed to be
peformed. The lines and clusters found by the method have a large posshility of having
aggnificant mutua inductance interaction with the cluster in congderation.

Concentric
spheres

Z

Figure 4.5: An example showing three concentric spheres, S, S and Ss outside a cluster
C. The darkness of each sphere represents the likely significance of inductance effect of
linesin that sphere on the clugter.

4.1.4 Choosing candidate lines and clustersfor the cluster in consideration
In basc seps 2, 3 and 4, the interaction between any given cluser C and supply lines,
RD lines and other clusters must be checked to see any of them are coupled with C. The
detailed process is described below for the case of supply lines as an example.

For the cluser C under consderaion, we divide the region outsde of the cluster into
a set of concentric spheres § with inner radius R jn, outer radius R oyt and thickness DR =
R out - R_in, @ shown in Figure 4.5. The inner radius of sphere S.1 is the same as the
outer radius of sphere § and dl of the spheres share the same thickness except the
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innermost sphere. The innermost sphere with radius Rs is centered a the clugter, and is
the only sphere that is not hollow inside.

Checking for supply return paths garts from the nearest supply line to the clugter in
the smalest sphere. Suppose there are N; supply lines in sphere S with the first one
nearest to cluster C and the N farthest from the cluster, we start the checking with the
firs supply line by aoplying CMI on duster C and the supply line. If the supply line has a
strong effect on the duster, then it is added into the cluster temporarily’” and CMI is then
goplied on the enlarged cluser and the next nearest supply lineg otherwise, CMI is
goplied between cluser C and the next nearest supply lines. If we do not make this
temporary addition to the cludter, it is possble that we will overestimate the number of
supply lines needed by the cludter. If there is at least one supply line in sphere § that has
a grong influence on the cluster C at the center, we test the next sphere Si1. If there is no
supply linein § that is important, we conclude that no other supply lines in spheres larger
than § are important and the check for supply return paths for cluster C is concluded.

This procedure uses an inherent assumption that the nearer the supply line is to the
cluger, the larger its effect on the duder is likdy to be. The rationde for usng this
assumption is tha nearer supply lines have larger vdues of mutud inductance with
cluser C, so that they are most likely to influence the inductive behavior of the clugter.
This is dso empiricadly observed. This assumption may not aways be correct snce it is
very possible that a supply line that is a little nearer to the cluster does not have a large
effect, perhaps because of its lage line resstance, while a supply line that is a little
father away has large effect on the cluster. To overcome this problem in a smple way,
the above process with the concept of spheres with thickness DR is utilized. Therefore,
even if in the extreme case, where only the farthest supply line in sphere S has a strong
effect on cluser C while the other supply lines in tha sphere have no large effect on C,
the supply lines in sphere S+ just outsde S will Hill be checked according to the process
described above.

The effectiveness of this process depends on the vaue of Rsand DR If Rsand DR are
rather large, then al of the supply lines on the chip may be checked, so that this process

" The reason why these additions are considered “temporary” is that whenever anew cluster is considered, even supply linesthat were
previously incorporated into another cluster are taken to be candidate return paths. As aresult of this, the clustersthat are formed do
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brings us no eror in the way of choosng supply lines. However, this is computationaly
expensve. On the other hand, if there is only one line in each sphere, then perhaps only
one supply line may be checked, which is dearly an incorrect anadyss for a desgn with
poorly placed return paths. However, for a good desgn where supply lines are effective
and the magnetic fidd is locdized tightly a nearby region of a cluder, even one supply
line per phere may work well. The values of Rs and DR are user-specified.

The above process is used not only in the step of finding supply return paths, but aso
used in the gteps that find RD lines and other cluders that cluster C influence The only
differences in the process for the latter two steps are that the candidates for addition to C
are not supply lines, but RD lines and/or clusters, and if these have a strong interaction
with cluser C, they are not temporarily grouped into C. The addition of RD lines and/or
other clugters into cluser C will drengthen the cumulative megnetic fidd of duger C,
which in turn may need more supply return paths to be added to C to wesken this
magnetic fidd, if we were to add RD lines and/or other clugters into cluster C without
looking for more supply return paths before checking for inductance effect between this
enlarged cluser and other RD lines andlor clugters, it is possble that we would
overestimate the inductance effect of cluster C.

In the succeeding sections, we present two agorithms for cregting clusters that use
the above framework.

4.2 Circuit-aware Algorithm 1
4.2.1 Description of Algorithm 1
From the previous discusson, it is cdear tha the main idea in the circuit-aware dgorithm
is to find the mogt important inductance terms fird, followed by heurigicaly adding
weak inductance terms into clusters, so that the cdusters increase in size until they do not
grow any more. The agorithm adways tries to drop off as many unimportant inductance
terms as possible.

The ostillation on the supply lines because of the high pad impedance, the switching
current drawn by the functiond blocks connected to supply lines and the mutud
inductance effects of nearby switching lines dl serve to reduce the integrity of supply

not depend on the sequence in which the original clusters were processed and some supply lines may be temporarily assigned to more
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lines, which can potentidly impact the output response sgnificantly. Therefore, if the
objective is to obtain high accuracy modeling, we should redidicaly condder the RKC's
associated with the supply lines. Algorithm 1 is a dircuit-aware agorithm that operates
under such a modd for supply lines, where the magnetic field of switching lines is
consgdered to be capable of reaching infinity (or more redidicdly, the chip-sze) and
influencing the response of other switching lines and the integrity of faraway supply
lines

Algorithm 1 is a combination of the basc steps described in Section 4.1.3, as depicted
in the flow chart in Figure 4.6. It is an iterative method in which the output response is
brought closer to the accurate response in each iteration. The adgorithm begins by usng a
RC modd for dl lines. After applying the ID criterion, each ID line forms a cludter,
cdled an ID cuder, with only one line in it. It is worth pointing out that throughout the
agorithm, each cluster includes at least one ID line.

Once this is done, we would like to attempt to combine clusters taking into account
drong interactions between pairs, a pair of clusers a a time. However, as stated ealier,
return paths through nearby supply lines may greatly reduce the inductive effects of a
cluser as cdculated from the partid inductances, and consequently, the strong
interactions of the cluster with other clusters. Therefore, it is important to first consder
interactions between a duster with nearby supply line®.  We will refer to the st of
clugters at the beginning of this step asthe “origind clusters”

The method for finding the supply return paths® is outlined as step 2 in Section 4.1.3
and in Section 4.1.4. The choice of the supply line to be included in the origind clugter is
heurigtically made by sdecting the nearest supply lines one a a time and aoplying step 2,
possibly enlarging the cluster after each such line is congdered.

Although this process potentialy enlarges each cluster by adding to it a set of supply
lines, these additions are conddered “temporary”, i.e., before we find the supply lines for
a new clugter, dl of those supply lines which are temporarily added into the previous
cluster are recorded and then released.

than one cluster.

8 |f supply lineinteractions are not considered before other interactions, the algorithm will not result in incorrect results, but it may be
unduly pessimistic and may create larger clusters than is necessary, leading to less sparse K matrices.

° Note that this does not imply that these are the only return paths; other return paths are identified |ater.
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Once dl of the origind clusters have been processed, new ID clugters are formed by
fird enlarging each ID cluster by adding to it the supply return paths determined above.
Next, any two clugters that share a line are grouped into a larger cluster in order that al
mutua inductances can be considered, and no inductance terms are truncated.

The next sep after finding supply return paths is to check if two ID clusers have a
drong mutua inductance interaction between them. The process of checking strong
interaction between ID clusters is described in step 4 in Section 4.1.3 and Section 4.1.4.
The clugters that have strong interactions are grouped into larger clusters. Again, to avoid
the pitfalls associated with truncating inductance vaues, two clugsters that have a strong
interaction with a least one common cluster are combined into the same cluder, even if
they do not mutudly have a drong interaction. The above process of finding supply
return paths and finding strong interactions are repeated until no new mutua inductance
interactions are found and no new clusters are formed. At the end of this process, al of
the strong mutua inductance interactions have been identified.

Next, we check for weak mutual inductance effects that correspond to the interaction
between two nearby clusters or between one cluster and one nearby RD line. Before
checking for this additiond return paths should be identified for each cluser usng a
technique tha is dmilar to that used for the origind clusters. To identify these wesk
mutual inductance interactions, we apply the method described in steps 3 and 4 in Section
4.1.3 along with the technique in Section 4.1.4. The above process of finding additiona
supply return paths and finding week interactions among clusters and RD lines is
repeated until no new mutua inductance interactions are found and no new duders are
formed.

In this way, dl the important inductance terms are included in find clugers with a
high spargfication.
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RC modd for dl lines
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Figure 4.6: A flowchart that describes Algorithm 1.
4.2.2 Computational cost of the circuit-awar e algorithms

To evaduate the computationd cost of the proposed adgorithms, condgder a circuit with N
lines, which have & most nsg Segments on each line. It can be seen in Figure 8 that there
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ae three man pats in the drcuit-avare dgorithm: finding ID lines, finding grong
interactions and finding week interactions. Since the firs part processes each line
individudly, its cogt is linear in the number of lines, and hence, the latter two parts are
dominant in the totd computational cost. We esimate their complexity under reasonable
assumptions as follows.

In the wors case, dl lines are initidly identified as ID, and dl of these lines
eventudly are added into the same clugter, with one line being added into the clugter in
each iteration. Without loss of generdity, let us assume that after the firg iteration, the
firsd and the second ID lines are grouped into an intermediate cluster with two lines in it,
while dl the other ID lines are kept done in their own cludter; after the third iteration, the
third ID line is added into the intermediate cluster, which now has three lines in it, while
the other ID lines are done as before, and so on. Therefore, after N-1 iterations dl lines
are grouped into one find cluster, and the upper bound of the tota number of iterations s
O(N). Suppose ncw is the upper bound on the number of CMI operations for each clugter;
practicdly, thisis seen to be bounded by a constant.

The computational cost of one CMI operation between two origind clugters is
O(Nseg), SO that the cost in the fird iteration is O(ncwi” N™ Nsg). IN the second iteration,
there are N-1 cdugers, of which one clugter is the enlarged intermediate cluster with at
most 2" Nseg SEgMeENts in it, while the other clusters are il the lone ID lines, each with &
Mot Nsg Segments. One of these ID lines is now added to the cluster in the second
iteration, with a computationd cost of O(ncmi”© (N-2) “Negt Nomi” 2 Neg) =
O(ncmi” N™ Nseg), Which is the same as the computational cost for the first step. The same
concluson can be derived for the third iteration, the forth iteration, and so on. Therefore,
the total complexity for N iterationsis O(Nem” N? Negg).

In practice, the number of iterations is much smdler than N. If the totd number of
iterations can be bounded by a constant, the complexity will be O(N" ncw).

4.3 Implementation of K-PRIMA

As dated in Chapter 1, we use the K dement [17] to represent the inductance system in
the proposad dgorithm. This is based on the idea of representing inductive effects using
the inverse of the inductance matrix. We adapt the PRIMA dgorithm [19] in order to
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generate a smulator, K-PRIMA, which can work with K édements and guarantee the
passvity of the reduced sysem. This amulaor is used numerous times in the agorithm,
twice in each CMI operdion. Stating with the traditional inductance matrix M,
gmulgion in esch sep of dgorithm requires solving the following sysem of differentid
equations, which are formed using the Modified Noda Anayss (MNA) approach:

(G+sC)x=18B 4.1
_éN Eu _&Q 04 _éu 4.2
=g er of C=g mil *78Y 42

where (G+sC) is the admittance matrix, x is a vector of unknown node voltages and
unknown currents of inductors and voltage sources, B is a vector of independent time-
varying voltage and current sources, and M s the traditiondly used inductance matrix. In
order to guarantee passvity, a sufficient condition [19] is to ensure tha the off-diagond
submatrices have a negative trangpose relaion in the G matrix and that N, Q, and M be
symmetric and pogdtive definite. In order to introduce K matrix into (4) and & the same
time satisfy the above requirement, the second set of equations implied by (4) are adapted
asfollows
- E'v+sMi=0 (4.3)
Since M is symmetric and positive definite, it can be Cholesky-factored as M = L L.
Subdtituting this Cholesky factorization in (4.3) above, we obtain
- ETv+sLLTi =0 (4.4)
Premultiplying (4.4) by L™, we get
-L*ETv+d"i =0 (4.5)
Now we define L'i =i, and rewrite (4.5) as
-L*'E'v+s, =0 (4.6)
The firgt set of equationsin (4.1) can then be rewritten as
Nv+E(LT) %, +sQv=b (4.7)
Therefore, from (4.6) and (4.7) the MNA matrix can be written as.

N E(L")'0 . _éQ og, _evl
-1 ;S

u u
= X=
uC=¢. a%X=au
a 80 1y gbu

G=% (4.8)
&LET 0
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It can be verified that the condruction of (4.8) satisfies the requirements of preservetion
of passvity of PRIMA as described in [19], since he proof of passvity in [19] requires
the off-diagond blocksin G to be negative transposes of each other.
SnceK =M " =(LLT)* =(L") *L?*, L isdso afactor of K matrix and both
K and L have the property of locdity. The proposed approach to find the sparsified L™
is adapted from the method to find Kg matrix described in [17]. A further smplification
is possble the K submatrix for each cluster is built independently of the other clusters
sgnce there are no mutud inductance terms between clusters. Therefore, in congtructing
the window for finding the submatrix of K for a given clugter, it is necessay only to
consder wires within the cluser. This dlows greater adaptability: the window szes and
shapes may be different for different cdusters since the windowing operations are applied
to different clusters independently.
The following is the approach to construct the sparsified L™ matrix (the notation used
hereissmilar to [17]):
8 For each aggressor line segment i, find a traditiond inductance matrix Mgmal
induding the line segments that lie within the duder that i belongs to and lie within
inasmdl window sze around i.
9 Cholesky-factorize Mgma to find the Cholesky factor Lemai, wWhich is a lower
triangular matrix.
10 Invert Lgmall.
11 Compose the large sysem L™ by the column corresponding to the aggressor line

ssgmentin L.

Using this approach, the K and L™* matrices can be greatly sparsified and save a large

amount of computational codt.

4.4 Circuit-Awar e Algorithm 2
Algorithm 1 gpplies to the mogt redigtic case with imperfect supply lines. However, for a
very wel desgned supply grid or in cases where the requirement to the accuracy of

modding is not very high, the é L;; (dl; /dt) drop on the supply grid can be assumed to
j

be zero and the supply grid can be assumed to be perfect in this respect. However, we
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point out that we do consider the RC drops in supply lines, and that we do not consider
the supply lines to be perfect ground planes. Algorithm 2 & another verson of the circuit-
aware dgorithm with such an assumption and is developed as an extenson of Algorithm
1. Specificdly, we assume that the currents return from the supply lines within a user-

defined digance. Within this disance, we assume that the é L (dl; /dt) drops on the
j

supply lines are zero (but the RC drops could be nonzero), while outside this distance, the
net magnetic fidd of the aggressor lines and the return currents is zero. A smilar
assumption was dso made in the work in [23] and apart from the fact that [23] is not
arcuit-aware, a primary difference between the proposed work and theirs is that we alow
currents to return from the supply lines beyond the nearest supply lines, so tha the
switching lines can have mutud inductance coupling with other switching lines beyond
the nearest supply lines, unlike [23], which assumes that the currents return from the
nearest supply lines and that the switching lines in different interaction regions defined
by “hado rules’ ae completedy decoupled. In redity, only a pefect, infinitdy large
conductor plate can fully decouple the magnetic fidld and an on-chip metd line only
patidly blocks the magnetic fidd. This weskened magnetic fidd can influence the
switching lines outside the nearest supply lines, and except in a very good design, such an
influence can reach far away.

For a good or reasonable design, we employ a user-defined distance to describe how
far the magnetic fiedd can 4ill have drong effect. This distance & defined on the group of
switching lines, cdled the aggressor group, between the nearest supply lines and used as
an gpproximation order. Under the above assumption, Algorithm 2 generates a new and
equivdent inductance sysem Ms by removing mutud inductance terms explicitly related
to supply lines from the origind sysem M and incorporaing the effect of supply lines
into the inductance vdues of Ms. By condruction, we ensure that Ms is symmetric and
postive semidefinite. Algorithm 1 is then applied to the new inductance system with a
little adeptation. Figure 4.7 shows a schematic of a smdl example with two aggressor
lines i and j. The aggressor groups they belong to and the corresponding user-defined
digances up to which the influence of the magnetic field of the aggressor group can reach
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are shown in the figure. For ease of identification, the supply lines are shown to be longer

and thicker than the Sgnd linesin the schematic.

User-defined distance of
aggressor group g

Aggressor group gi - Aggressor roup g;

4

L

line i line j

User-defined distance of
aggressor group g
Figure4.7: A schematic showing a set of aggressor lines, aggressor groups and the user-

defined distances. The dashed line shows the user-defined distance for aggressor group
0i, while the dash-dot line is the user-defined distance for aggressor group g.

4.4.1. Definition and formation of the new matrix Mg
For a layout incuding both supply lines and switching lines, the device equation of
inductors can be written as

VgU_ EMy My, U8l U (4.9
gy W M T MmUY U
e u eV 12 2Ue’'s U

where Vpg and Vs represent the voltages difference across line segments on supply lines
and switching lines, respectively, |s and Ipg are the currents in these line segments on the
switching and supply lines, respectivdly, and Mi;, M2 and My, ae inductance
submatrices.  For ease of expodtion, we will work with the inductance matrices here
ingtead of the K matrices, dthough the implementation uses the K matrix representation.
Since the supply lines are assumed to have no é L (dl; /dt) drop, Vpg should be the
j

zero vector. Therefore, the first set of equations can be written as.
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Iy =-M 1'11M ol (4.20)
Substituting (4.10) into the second set of equations yields

V,=s(M,, - MM M )l =M I (4.12)
The cdculaion of Ms can be vey €ficient snce M is symmetric and postive
semidefinite and can be Cholesky factored as:

_ M, Mp,u_éL, 0 uéLIl LT21CI LT
= é = é ’é L,l =
éM 1T2 M 223 gl Ly He 0 LTzzlj

A few dgebraic manipulations lead to the result
M,=M, - MM ‘M,

= Lyl Lyl - Ly (L) 'Ly,

=L, (4.12)
Since L2, and Lo, aretriangular matrices, the computation for (4.11) is greetly reduced.

It is easy to prove that the new inductance matrix Ms is symmetric and postive
definite. We can think of Ms as a partial inductance matrix for a new inductance system,
and as a subditute of the origind sysem M, but with better locdity properties. This
locdity provides further sparsfication above and beyond that obtained by dropping the
inductance terms explicitly related to the supply lines.

/4

PIG S1

Figure4.8: A layout example of sx 600mm -long lines The lines marked P/G represent
the power/ground (supply) lines, while those marked S1 through $4
are the switching lines

4.4.2 Locality of matrix Mg

We now present an example to demondrate the locdity of the Mg matrix. The layout
includes ax pardld lines as shown in Figure 4.8. Both the width and the spacing of each
line ae 0.9mMm and the height of each line is 0.5mm. Each line is cut into ten line
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segments with 60mm per segment. The firg and sixth lines, marked P/G, are supply lines,
while the other four lines, S1 through $4, are switching lines.

The mutud inductance matrix M, a 60" 60 matrix, is caculated usng GMD formulae
for partia inductances. Here we only show a part of M to demongrate how the value of
mutua inductance is changed under the assumption of zero inductive drops on the supply
lines. The columns of M correspond to the firg three consecutive line segments of Sl,
followed by the firg line segment of S2, S3 and 4, respectively. The firg line segment
on each line faces the fird line segment on its nearest lines The matrix Ms is obtained
using the procedure described above.

594 824 306 389 30.8 26.2
8.4 594 824 807 7.89 7.72;
824 59.4 306 3.06 3060  PpH (4.13)
8.07 306 50.4 38.9 3.8
7.89 3.06 30.8 59.4 30.8U
772 3.06 30.8 30.8 59.4Q

% (&X’D)é?)(g%m)&))
oo o 8

-

0.60 007 15.8 955 5.39
2.1 068 072 0.63 045
068 3.1 009 009 0074  PpH (4.14)
073 0.09 38.7 18.7 9.54
.55 0.64 0.09 18.7 38.7 15.80
§.3 045 007 954 158 .14

>.8)CD->O('D>
N
Q8

iz
A

From (4.13) and (4.14) we can see that the value of My in Ms matrix, the sdf-inductance
of the fird line segment on S1, is only 54% of that in M matrix. Ms» in the Mg matrix, the
mutua inductance between the fird line segment and its nearest neighbor segment on the
same ling is 2% of Mgy in the Ms matrix, while this vdue is 13.8% in the M matrix. M1g,
the mutua inductance between the first line segments on S1 and $4 are 44% and 16.8%
of M1 in M and Mg matrix, respectively. The large reduction in the sdf and mutud
inductance of line segments is due to the effect of supply lines as current return paths on
the magnitude of the magnetic fidd of the switching lines. However, the great reduction
of inductance vaues in this example does not mean that the nearest supply lines are
enough to block the magnetic fidd of the aggressor lines in any circuit environmen.
Such an assumption is only accurate when the circuit is very well designed with excdlent
return paths and/or when the desired accuracy is not so high.
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4.4.3 Description of Algorithm 2

Algorithm 2 is summarized in Figure 4.9 and is actudly a more computationdly efficient
varson of Algorithm 1. Unlike Algorithm 1, this dgorithm do not work with the supply
lines to add return paths to the cluster, because al of the important supply return paths
are assumed to lie within the user-defined distance of an aggressor group. These supply
lines are removed from the M matrix by the technique described n Section 4.4.1, with the
effect of supply return paths being incorporated during the caculaion of the Mg matrix.
All of the other steps in Algorithm 1 are used here except tha each inductance vaue
comes not from the origind systlem M, but from the Mg matrix.

12 Use the new vaues of saf and mutud inductance in Ms to find ID lines, and form ID
clustersusing the ID criterion.

13 Check dl ID clusters to see if any two of them should be grouped into one larger
cluser. At the end of this process, if any two of the newly formed clusters have
common lines, group them into one cluster. Repeat step 2 until no new cduder is
formed.

14 Tedt to see if any two clugters, or one cluster and one RD line, should be combined
into one cluster. At the end of this process, if any two of the newly formed clugsters
have common lines, group them into one cluster. Repeat step 3 until No new cludter is
formed.

Figure 4.9: Outline of Algorithm 2

4.5 Experimental results

We have caried out a set of experiments to examine the correctness of the assumptions
and the effectiveness of the proposed adgorithms.  Specificaly, we study the effect of
dedicated supply lines on reducing inductive effects, compare the results of Algorithm 1
and 2, compare Algorithm 1 with the shift-and-truncate method and demondrate the
effect of dtering the user-defined distance in Algorithm 2. We dso andyze the results to
outline techniques for optimizing inductance effects. All of the experiments carried out in
this work are on a 0.1mm technology, and the corresponding parameters are extrapolated

from [60]. These parameters are summarized as follows:

73




Minimum line width= 0.1 nm
Driver resstance for minimum buffer 5ze=23.9 KW
Minimum line spacing=0.14 mm
Driver input cgpacitance for minimum buffer 5ze=0.07 fF

The circuit topologies correspond to the top three metd layers, M5, M4 and M3, of a
five layer metd dructure, with wide and long switching lines being routed on the
uppermost metd layer. Supply lines in the verticd direction are routed in M5 and M3,
while those in the orthogond direction are on M4. The circuit topologies used in this
section are based on the models and layer assgnments described in Chapter 2, and in all
cases, avoltage swing of 1V is used.

4.5.1 Comparison of the accuracy of Algorithms 1 and 2 with the exact response

Two sats of experiments are performed in this section on two different configurations to
compare the effectiveness of Algorithms 1 and 2 with each other. The cross sections of
the layouts of Circuit 1 and 2 are as shown in Figure 4.10. In Circuit 1, there are 10
vetica grid supply lines in M5, with 8 switching lines and 3 dedicated supply lines
between the 5th and 6th grid supply lines. There are 10 verticd grid supply lines on M3
and 21 horizontd grid supply lines on M4. The driver Szes of the 8 switching lines
named, from left to right, S1 through S8, are 100", 200", 10", 100", 100", 5, 50", and
200", respectively. The three dedicated supply lines are postioned, respectively, to the
left of the fird switching line, between the fourth and fifth switching lines and to the
right of the eighth switching line. Circuit 2 is identical to Circuit 1 in al respects, except
that al dedicated supply lines are removed, so thet it isa“worse’ design than Circuit 1.
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Figure 4.10: Cross sectiond views (not drawn to scale)
of the layouts of (a) Circuit 1 (b) Circuit 2.
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Figure 4.11: Comparison of the output response with the accurate response for Circuit 1.
The solid line shows the accurate response, the dashed line the response after applying
Algorithm 1 and the dashdot line the response after applying Algorithm 2 with the user-
defined distance set to be the second nearest supply lines.
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In Circuit 1, the smulation results for the second switching line, which is one of the
fathest switching lines from the dedicated supply lines and shows the largest inductance
effect, are displayed in Figure 4.11. The waveforms shown correspond to the accurate
response that considers dl the inductance terms, to Algorithm 1, and to Algorithm 2. For
the latter, two sets of user-defined distances are tested: in the fird, this is set to be until
the second nearest supply lines, i.e, al of the three dedicated supply lines are within the
user-defined distance of each aggressor group, while in the second, the limit is set to be
the nearest supply lines. The erors in the 50% dday and oscillation magnitudes in dl
cases are summarized in Table 4.1. The e for the oscillation magnitude and the d for the

50% delay used in CMI operations are 10% and 5% respectively.

Algorithm 2
':‘chftsg Algorithm 1 Nearest Second nearest
&P upply lines supply lines
50% delay (ps) 9.4 98 |3.7%| 85 |95% | 88 6.3%
Oscillation 0 0 0
magnitude (MV) 170 160 | 5.8% | 110 | 35% | 130 | 23.5%

Table 4.1: Ostillation magnitudes and 50% delays from the accurate response, from
Algorithm 1, and from Algorithm 2 with the user-defined distances et to be the nearest
supply lines or the second nearest supply lines. The relaive errors are obtained from the

comparison with the corresponding vauesin the accurate waveform.

The accurate waveform in Figure 4.11 is shown by the solid curve and yidds a delay
of 94ps and an ostillation magnitude of 170mV. Compared with the accurate response,
the error in the 50% dday obtained by Algorithm 2 with the second nearest supply lines
as the user-defined distance is only 6.3% but the eror in the oscillation magnitude can
reach 40mV, which is about 23% of the accurate vaue. In comparison, Algorithm 1 is
more accurate in the oscillation magnitude with the error within 10mV. As a compromise
to the higher accuracy, the sparsfication of Algorithm 1 isalittle lower.

The larger error in the oscillation magnitude between the accurate waveform and that
from Algorithm 2 implies that its underlying assumptions about the supply lines may not
be good if a high accuracy in oscillation magnitude is dedred in this circuit; however, it
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is acceptable if the objective is to find the dday rather than the entire waveform, and
these assumptions result in a higher spardfication. The results are consgent with the
observations in [23], which sats the user-defined distance to be the nearest supply lines.
The eror in overshoot shown in [23] is about 45% (which is higher than the numbers that
we obsarve), but the 50% deay is matched very wel. Therefore, if the am of the
gmulation is to obtan the correct dday in this drcuit, Algorithm 2 is sufficently
accurate; however, if the purpose is to obtan accuracy on both the delay and the
oscillation magnitude, Algorithm 1 can be gpplied.

From Table 4.1, it is very clear that the larger user-defined distance improves the
accuracy of Algorithm 2. The reason is that the ided supply line assumption with zero

é L; (dl; /dt)drop will not fully block the magnetic fild of the aggressor group, but
j

only wesken the coupling between the two aggressor groups. Therefore, ignoring the
magnetic coupling between the two aggressor groups may cause a large error in the
oscillation magnitude. It is expected that if there are more aggressor groups nearby, this

eror may be even larger and the necessary user-defined distance would be accordingly

larger.
Nearest
dedicated
supply lines
Window of ‘/ \" ,
¥ Window of
Segment i in |||| " ssgment i in
Algorithm 1 ro o XA
\ LI ] Algoritm 2
CTETTIT ]
e | 1 Aggressor line
[T
L
1]
H_J
Switching line
segments

Figure 4.12: Schematic diagram showing the highlighted aggressor line segment i,
and line ssgmentsin itswindow for Circuit 1 in Algorithms 1 and 2.
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As daed in Section 5.1, the sparsified L™ matrix is congructed by finding the
inductance matrix in a sndl window for each aggressor line segment. Figure 4.12 is a
schematic showing the line segments, al of equd length, that are included in the window
of the aggressor line segment i in Algorithm 1 and Algorithm 2 for Circuit 1. R, the
radius of the smallest sphere (defined in Section 3.4) when we choose the candidete lines
and clugters, is 30nm and DR, the sphere thickness, is chosen to be 60mm. The window
gze for segment i1 found by applying Algorithm 1 on Circuit 1 is such thet in the direction
of the lines, each segment only has a mutua nductance with the line segments nearest to
it, while in the perpendicular direction, the window Sze is 25mm (i.e, the line segment
has mutua inductance with other ssgments whose distance to segment i is less than
25mm). On the other hand, the application of Algorithm 2 finds that the mutud
inductances of the nearest line segments and the second nearest line segments on the
same line mugt be incduded in the window sSze for higher accuracy in the oscillation
magnitude.

Clugter including S1, S2, 4, S5,

S7 and S8, three dedicated supply
lines and two grid supply lines

A

ooold DINEUMUNUENID Dooe ™

[ | M4

OOO|:| D D Dooo M3

Clugter Linduding  Cluger 2 including
S1, S2 and A4 S5, S7 and S8
! L .
oool OUNNDMOMONEID Qoo ™

[ | M4

OOO|:| D D Dooo M3

Figure 4.13: Clugter formations for Circuit 1 in Algorithm 1 (upper) and 2 (lower).
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Figure 4.14: Clugter formations for Circuit 2 in Algorithm 1 (upper) and 2 (lower).

Two basic cugers for Circuit 1 in Algorithm 2 are formed as shown in Figure 4.13,
with S1, S2 and $4 (with driver szes of 100", 200" and 100", respectively) between the
first and second dedicated supply lines being placed in one cluster, and S5, S7 and S8
(with driver sizes 100", 50° and 200", respectively) between the second and third
dedicated supply lines in the second clugter. Lines S3 and S6, driven by 5° and 10°
drivers, respectively, are modded usng RC only. For Algorithm 1, dl of the switching
lines, except lines S3 and S6, as well as the three dedicated supply lines and the nearest
grid supply lines are included in one basic cluster, because the dedicated supply lines are
shared by these switching lines.

It should be pointed out that imperfect integrity obtained from, for example,
providing inadequate return paths, plays a ggnificant role both in the inductance effects
in a circuit and in the spargity that can be obtained. To observe this, consider Circuit 2,
which is a worse design of Circuit 1 due to the remova of dl three dedicated supply lines
(but not the grid supply lines). The inductance effects of the ID lines cannot be
effectivdy reduced by supply lines. The oscillation magnitude of the second switching
line jJumps to 372mV and the 50% delay increases to 14.2ps. For Algorithm 1, if the same

level of accuracy is mantained, the window sze in the direction of the lines increases to

79



two (i.e, each segment has a mutud inductance with the line segments nearest to and the
next nearest to it), and in the perpendicular direction it is 70mm. The clusters formed by
Algorithm 1 and 2 for Circuit 2 are shown in Figure 4.14. Even the mutud inductance
with lines that would have been expected to be highly RD (such as lines S3 and S6) must
be consdered for the accurate modding of the response of RD lines, and a larger number
of grid supply lines must be included into clusters.

4.5.2 Spar sification comparisons
In this section, we compare the sparsfication obtained from Algorithm 1 and the shift-
and-truncate method under the same accuracy for four circuit Circuit 1, 2 3 and 4,

summarized in Table 4.2, which aso includes the results from Algorithm 2.

Circuit 1 | Circuit 2 | Circuit 3 | Circuit 4
Algorithm 1 97% 87% 97% 83%
Algorithm 2 99% 98% 98.4% 97%

Shift-and-truncate 92.5% 75% 90% 68%

Table 4.2: Spargfication from Algorithm 1, Algorithm 2 and
the shift-and-truncate method in Circuit 1, 2 3 and 4.

For a good design such as Circuit 1, Algorithm 2 achieves 99% sparsfication, while
the corresponding figure for Algorithm 1 is 97%, which is expectedly lower since the
later is the more accurate dgorithm. It was found that for both of the circuit-aware
dgorithms, the sparsfications for Circuit 2 ae worse than those for Circuit 1. For
Algorithm 2, if the spardfication is gill rdaively high a 98%, the error in the 50% dday
reaches 12% and the eror in the oscillation maegnitude is larger than 150mV. For
Algorithm 1, if we 4ill obtan 15% error in the oscillation magnitude and 10% error in
dday, the spardfication is found to be 87%. Under the same accuracy, the corresponding
gpargfication for the shift-and-truncate method was found to be lower, at 75%.
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Figure 4.15: Cross sectiona views of (a) Circuit 3 and (b) Circuit 4.

A further comparison was performed on two more circuits. Circuits 3 and 4 are a pair
of layouts illugrated in Figure 4.15, of which Circuit 3 is good design and Circuit 4 is a
poor design without the dedicated supply lines to effectively reduce inductance effect of
ID lines. Circuit 4 has 16 verticd grid supply lines in M5, with 4 switching lines
between the 8" and 9" grid supply lines. There are 7 horizontal grid supply lines on M4
and 16 verticd grid supply lines on M3. The driver sizes for the 4 switching lines named,
from left to right, S1 through 4 are 220", 150", 200", 5 times the minimum Sze,
regpectively. There is no dedicated supply line near the switching lines in Circuit 4, while
Circuit 3, which is an optimized verson of Circuit 4, has one dedicated supply line each
on the left and right sdes of the four switching lines. For Circuit 3, Algorithm 1 yields a
goarsfication of 97% while the shift and truncate method has a spardfication of less than
90%. In Circuit 4, the spargfication of Algorithm 1 is 83% and that for shift and truncate
method is 68% with the same accuracy. Both of the dgorithms yidd much lower
gpoarsfications on Circuit 4, and this is inherently due to the fact that the design has poor
return paths. The spardfication from Algorithm 2 is dill rather high. For Circuits 3 and 4,
these spargfications can reach 98.4% and 97%.

4.5.3 Interpretation of theresults

From the experimentd resultss we can reach severd conclusons.  Firdly, for more
accurate modding, the influence of supply lines should be consdered and Algorithm 1
serves as a better method than Algorithm 2 in the aspect of accuracy; however, for delay
estimation purposes only, the latter is adequate. Secondly, under the same accuracy, we
have shown tha the shift-and-truncate method yields a lower sparsfication compared
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with that d Algorithm 1. The mgor reason is that Algorithm 1 makes effective use of the
carcuit-aware method and discards dl the inductance terms related to highly RD lines,
such as the 5° and 10" driven lines in Circuit 1, and the terms related to some supply
lines which do not have ggnificant inductive interactions with the switching lines  In
contragt, the shift-and-truncate method computes dl of these interactions. Another
contributing factor is that the K element representation provides a higher sparsfication
with the same accuracy, as compared to an M eement representation. On an average, we
found that roughly 80% of the improvements in sparsty were due to the use of circuit-
aware methods, and 20% to the use of the K matrix instead of the M matrix.

The drcuit-awvare method dso provides pointers on how to optimize inductance
effects in a syssem. During the procedure, if two clusters are to be grouped into one
clugter, the mutud inductance between these two dugters, especidly between ID lines in
each clugter, have strong mutua inductance effect. One way to reduce their inductance
effect is to add some dedicated supply lines next to the ID lines. In this circuit, perhaps
Algorithm 2 can be used to describe this system because the more locdized the magnetic
fidd of ID lines is, the more accurate the results of Algorithm 2 would be.  An interesting
concluson is that reducing inductance effects is not only useful in a circuit context but

aso in the ease of anadysis.

4.6 Conclusion

Two dircuit-aware based sparsfication methodologies for fully coupled PEEC K-dement
representations  for an  inductive sysem ae proposed by andyzing the dcircuit
characterigtics and clugtering the inductances according to their reative importance to the
circuit. The experimentd results show the effectiveness of the circuit-aware method
compared with the shift-and-truncate method. Algorithm 2 works wel in a good design
where supply lines behave more perfectly and often gives a high spargfication but a
relativdy low accuracy. Algorithm 1 is dedgned for any circuit and provides a high
accuracy but with a lower spargfication than that of Algorithm 2. The circuit-aware
method helps to determine current return paths for a dedgn and identifies the most
critical inductance terms for optimization.
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Chapter 5

Table Look-up Based Compact Modeling for On-

chip Interconnect Timing and Noise Analysis

5.1 Background

5.1.1 The hybrid ladder model

An RL ladder circuit can be used to modd the impact of frequency dependencies on the
ressance and inductance due to the proximity effect and the skin effect. A commonly
used modd was proposed in [39] and is shown in Figure 5.1(a). It has been demonstrated
[38] that this modd can be syntheszed by knowledge of the equivdent resstance and
inductance a high and low frequencies The smple RL ladder modd was further
developed in that work into a more complex hybrid ladder modd as shown in Figure
5.1(b). In addition to the ladder modd dements Ry, Lo, R and L from Figure 5.1(a), a
shunt dreuit of R, and L, in padld with the high-frequency inductance Lo helps to
compensate for the additiond reduction of the loop inductance a extremey high

frequencies.
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Figure 5.1: (a): The RL ladder circuit. (b): The hybrid ladder modd [22].
(c1) and (c2): A smplified ladder mode at low frequencies.
(d1) and (d2): A smplified ladder modd at high frequencies.

At low frequencies f when R, >> 2p fLo, R >> 2p fLo and Ry >> 2p fL4, the hybrid
ladder modd is dmplified to Lo connected in series with the pardld connection of
ressances Ry and R;, as shown in Fgure 5.1 (cl). This can be further smplified to
Figure 51 (c2) a extremdy low frequencies, where the circuit reduces to just Ry in
padld with R;. Smilarly, a high frequencies, when Ry << 2p fL1;, R << 2p fLy add R
<< 2p flLy, the hybrid ladder modd is smplified to Ry connected in series with the
pardld connection of the inductances Lo and Ly, as shown in Figure 5.1 (d1). This can be
further amplified to Fgure 51 (d2) s0 that the equivdent circuit & extremey high
frequencies consigts of the inductances Ly and L, in pardld.

The synthesis procedure in [38] can be summarized as follows. The low-frequency
inductance and resstance, the high-frequency inductance and the cross-over frequency

(where R=2p f.L) ae cdculated usng an RL-only technique that neglects capacitive
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effects. The modd parameters Ry, Lo, R, and L1 are then caculated by forcing the low-
frequency inductance and resstance, high-frequency inductance and the crossover
frequency of the mode to match the caculated vaues above. Next, R, and L, are
obtained from the resstance and inductance of pardld plate return conductors, if they
exig.

5.1.2 Current digribution patterns

An overview of current digtribution patterns and the impact of different circuit eements
on the current return paths have been described in detail in [16]. The mode points to the
fact that red current digtribution patterns are too complex to be captured by an RL-only
modd and depend greaily on the nature of the power grid: in particular, neglecting the
decoupling capacitances and current patterns in the power grid entirdy can result in large
inaccuracies for the compact modd. To overcome this, we utilize in the characterization
procedure a detaled PEEC based modd that includes power grid decoupling
capacitances and power pad placements.

5.2 Outline of the approach

The compact modding procedure in this work finds circuit parameter vaues for a two-
path ladder modd, described in Section 53. This is peformed usng a nonlinear
optimizer that fits the parameter vadues to maich an exact response from the
comprehensve PEEC mode described in Chepter 2 for a st of characterization
dructures, under a range of conditions as described in Section 54. By peforming this
optimizetion for a variety of circuit topologies, representative structures are characterized
and gsored in a table.  Subsequently, a compact model for a given structure may be found
by looking up entries in the table, perhaps using interpolation if the stored vaues do not
exactly match the query to the table. The sructure of this table is described in Section
5.2.2.

The proposed approach requires a single characterization step for each desgn usng a
model for the power grid. It has been shown in Table 1 of [61] that for a Keasonable
desgn, even dgnificant changes in the dructure of the power grid do not noticegbly
influence the response characteridtics of the logic. We utilize this fact to work with a
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representative power grid, under the assurance that to the first order, the proposed model
will reman reasonable even if the actud grid is perturbed from the assumptions under
which the characterizations are performed.

5.2.1 Circuit modéd for the accurate responses

All of the drcuits in this work are four metd layer conductor structures on layers M6,
M7, M8 and M9 of a nine-layer chip. The thickness of these dructures is 5mm severd
different test dructures are characterized, with different sgnd line lengths, widths and
gpacings to the nearest supply line. The power/ground wires are digtributed densdy in the
four layers. The sgnd wires are on M8 but the clock nets are distributed on M6, M7 and
M8. A comprehensve PEEC model, described in Chapter 2, is used in order to accurately
edimate the current return paths and inductance effects. In addition to the interconnect
net under condderation, the circuit modd includes supply lines, drivers and receivers of

various widths, vias, pads and functiond blocks connected to supply lines.

5.2.2 Congtructing the look-up table
The modd parameters computed by the synthesis procedure are stored in a table. Each
entry of the table corresponds to a set of parameters for the two-path ladder model
corresponding to a specific layout dructure. Since a red layout conssts of rather
complicated sructures, there could be a large number of table parameters in the
condruction of the table, such as the number of switching lines the metd layers the
switching lines are on, the width, length, spacing of these switching lines, the spacing
between the switching lines to the nearest power/ground grid lines or shidds, width and
gpacing of power/ground grid lines, the width of shidds, the spacing between the shidds
and the nearest grid lines and the pad postions. To overcome this problem, we restrict
our atention in this work to building table look-up based compact models for layouts
under the following assumptions:
15 For now, we focus our atention to building a modd for a sngle line, such as a sgnd
line or cock net. This redriction ill yidds useful solutions to important problems
(for example, to a criticd ggnd line or a cock network sructure) and we

demondrate a set of results on redidic circuits in Section 56. The line may be
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parameterized by factors such as its width, its length, its distance to the nearest supply

line, whether it is shiddded or not, etc. In future work, we expect to extend this work

to multiple-line buses.

16 A high levd dructure for the power grid is provided to us, including parameters such
as the pitches and widths of power lines in a regular grid. It has been demondrated in
[61] that a smdl deviation from the regular power/ground topology will not cause a
ggnificant change in the response characteristics. Due to regularity, the widths and
gpacings of power/ground grid lines on different meta layers for a certain technology
ae known, and once the spacing from a dgnd line or shidd to the nearest
power/ground lines is given, the power/ground environment for that signd line is well
determined. A regular topology for pad locations is dso assumed, with a fixed
goacing for a given technology. Once the relative postion between one end of the
ggnd line and the nearet pad are found, the pad environment for the line is
determined and unaffected by small perturbations [61].

Once the above redrictions have been imposed, the remaining parameters take on
discrete values for the table. The table entries are spaced out so that the application of
interpolation between table entries can be used for fast and accurate analysis for a variety
of layouts.

L2
(b) (©
Figure 5.2: () Two-path ladder modd. (b) Smplified modd &t low frequencies.
() Smplified modd at high frequencies.
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5.3 Thetwo-path ladder model

A ggnd making a logic trangtion can be conceptudized as condsing of a sum of
components a various frequencies, and each of these components will choose a different
return path that corresponds to the lowest impedance at that frequency. Current
components corresponding to different frequencies choose different paths through the
power grid and must be modeled correctly.

We propose a compact model, a two-path ladder modd as shown in Figure 5.2 (a),
that is condructed to clearly separate the different paths through which the currents for
different frequency components would flow. The two paths are composed of the branch
with Ry, Lo, Rs and Ls, which correspond to the current flow for low-frequency
components, and that with Ry, L;, R and Ly, which represent the current flow for high-
frequency components. R, and L, form a branch to compensate for the change in the loop
inductance a high frequencies, while R; and L3 compensate for the change of the loop
resstance at low frequencies.

The intuition behind the approach may be explained as follows. The dructure shown
in Figure 5.1 (a) is known to be adequate for lower frequencies, and forms the upper path
in Figure 5.2 (). The dructure in [38], shown in Figure 5.1 (b), atempts to perform
high-frequency compensation through R, and L, but Ry and Lo are required to be
involved in both the high-frequency and low-frequency behavior. We remove this
condraint by credating the lower high-frequency path in pardld with the upper low-
frequency path. In doing s0, we use a larger number of parameters, which enables a
better fit to the accurate response.  Note that at extremedy high and extremey low
frequencies, both the two-path ladder model and [38] behave smilarly: respectively, as a
pure inductor and a pure resstor. It is a intermediate frequencies that the proposed
gpproach provides a greater flexibility, and this is demongtrated in the results.

At extremdy high frequencies the two-path modd is damplified to three padld
inductances Lo, L1, and L, while & extremey low frequencies it is smplified to three
pardld ressances Ry, R, and Rs, as shown in Figures 5.2 (b) and 5.2 (c), respectively.
Notice that the parameters R, and L3 do not gppear in ether the high- or low-frequency
reductions, so that they may be tuned to capture the circuit response a intermediate
frequencies. The increased number of tunable parameters over [38] is expected lead to a
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higher accuracy for a complicated layout structure that incorporates the complex effects
arigng from the power grid.

A second reason for the enhanced accuracy is that the current return paths and the
frequency dependent resstance and inductance explicitly consder factors such as the
decoupling cepacitance between power and ground grid, the coupling capacitance
between any two adjacent line segments, and the pad and package models.

5.4 Synthesis procedure

In order to estimate the current return paths accurately, the responses at the near and far
ends of the switching lines are determined under a comprehensve PEEC modd. The
gynthesis is implemented by meatching the response characteristics of the compact modd
to the accurate response over the ranges of interet for the gate sSzes and trangtion times,
using anonlinear optimization procedure.

The proposed compact modd is tailored towards capturing the response
characterigics of the line.  Specificdly, we match the gate delay, interconnect dday,
trangtion times a the near and far ends of the switching line and the pesk overshoot for a
trangition, so that the response characteristics are captured.

A switching line that is driven by a driver and loaded with a receiver is impacted by
the driver dze, the recelver sze and the transtion time at the near end. However, for a
gven line, only two of these three parameters are independent. Here, we choose receiver
gze and the trangtion time a the ner end of the sgnd line as the independent
parameters to represent the gate information. Given these, the driver sze can be
cdculated usng a procedure that requires a few iterations to converge. Let the ranges of
interest for the recaever Szes and trangtion times condd, respectively, of the sats of
discrete points:

W= {ws, Wz, ...,Wn}
S= {s1, - S}
which are sets of cardindity m and n, respectively. For each w;, one of the §'s
corresponds to the trangtion time at the near end for a feasible vaue of a driver sze. The
compact modd is required to be accurae over for adl mn combinations of gate

parameters.
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It is desirable for the compact modd to be independent of the gate parameters, so that
it can be utilized under any vaue of the gate Szes and input trangtion time.  Fortunately,
we find that it is practicdly possble to generate interconnect models of this type due to
the week reationship between the behavior of the compact modd and the gate
parameters, and the nonlinear optimizer finds the best fit over the range of possble

vaues.

5.4.1 Synthesisfor the two-path ladder mode
A condrained nonlinear optimization technique is used to fit the vaues of the variadle
parameters in the two-path ladder modd over a range of characterized vaues. Given the
recaver Sze dong with the trangtion time and its corresponding driver Sze, a Specified
interconnect gtructure is smulated for the accurate values of 5 responses: the interconnect
delay, the gate delay, the trandtion times a the near and far ends of the switching lines,
and the overshoot at the far ends of the switching line. For a fixed interconnect sructure,
under p diginct combinations of receiver dzes dopes and driver Szes there will
therefore be 5p responses to be matched in order to ensure that the difference between the
response characteristics from an accurate smulation and from the compact mode are
minimized. The formulation of the nonlinear optimization problems for the set of
objective circuits:
minimize Error

subject to dl modd parameterss 0
Snce the problem is one of multiobjective optimization, where we wish to
dmultaneoudy minimize arors in a number of responses, we use a Standad
trandformation of the multiple objectives to a sngle objective function through a
weighted minmax objective.  Specificdly, the error is cdculated as a weighted maximum
of the percentage errors in dl 5p responses. In practice, we choose the weights to
emphasize low errorsin the delay and the overshoot at trangtion.

Thus, in summary, each entry in the look-up table requires the solution of a
congrained nonlinear optimization problem. Setting up the problem involves a fird sep
of amulating the objective circuits for accurate responses, followed by a second step of
fitting the parameter values to the compact modd.
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It has been demondrated in [38] that accurate RL ladder modds valid over a
frequency range can be syntheszed merdy from the knowledge of the high- and low-
frequency behavior. In this work, this idea has been extended to build the two-path ladder
mode that is valid (and more accurate) across a range of trangtion times and a range of
loads, synthesizing it from information related to not only the behavior under a high and
low trangtion time (which is related to the frequency), but aso under heavy and light
loads (in the form of receiver szes). In other words, the model parameters are ftted by
amultaneoudy matching the modd responses to exact responses of the circuits under an
RLC modd for dl four combinations of heavy/light recaiver szes and high/low trangtion
times usng condraned nonlinear optimization. The optimization procedure requires a
good initid guess for rgpid convergence, and a heurigtic procedure for generating such a
guess is described in the following section.

5.5 Experimental results

A st of experiments is carried out on a 400MHz Sun UltraSparc-11 computer server to
test the accuracy of the response from the proposed compact modding, and to compare
accuracy with hybrid ladder modd. The accurate waveforms are obtained by performing
gmulations in PRIMA usdng an inductance matrix spardfied with the block diagond
goproximation [8] for larger dircuits or udng the full inductance matrices for smal
circuits.

The trandtion time measurements correspond to the time required by the waveform to
go from 10%-to-90% of Vu. The ranges of the recaver szes and transition times are st
to be;

W= {15, 30, 90, 150, 210, 270, 330, 390} mm, and
S= {1000, 800, 600, 400, 200, 100, 80, 60} ps,
respectively. Each sgna line is modded by a cascade of hybrid ladder modds to
improve the frequency response as compared to using just one. The characterization is
tested on dl 64 combinations of W and S above, and the accuracy results are summarized
in Table 5.1. The detailed experiments will be explained in the following subsections, but
aquick overview of the table shows that the errors are generdly small.
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A multidimensond table may be condructed for a 0.18nm technology, where the
minimum line width and spacing are both 0.36 mm. Each entry of the table corresponds to
avauefor the following parameters.

1. The metd layers on which the signd line lies, which may correspond to M6, M7, M8
and M9 of anine-layer chip.

2. The presence or absence of anearby shield, which isabinary parameter.

3. The width of the switching lines.

4. Thelength of switching lines.

5. The distance to the nearest supply grid line.

Therefore, the lookup table can be conceived of as a three-dimensond table
characterized by the width of the line, the length of the line and distance from the nearest
ground line. For each metd layer, we build two such tables. one each for the shielded
and unshidded cases.  This results in eight such three-dimensond tables, which
corresponds to a reasonable overhead. If we have five vaues for each parameter in the
three-dimensiond table, then each table will have 125 entries.

A y . .
Chip width
| «—»
Recaver —t»-A 4
Sgnd line
Dense -7
supply line _
disribution P& Chip
length
Driver —#A ‘
O v »X

Fgure 5.3: Top view of the layout of athree metd layer structure.

5.5.1. Accuracy of responses from signal lineswith uniform width

A =t of experiments is carried out to test the accuracy of the responses of a signd lines,
The layout structure of this set of experiments is shown in Figure 5.3 and uses the three
uppermost metd layers in a nine-layer sructure.  The circuit under consideration contains
one sgnd line and is connected to a modd for the full-chip supply grid. A driver and a
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receiver are connected to the signd line and a range of recaiver sizes and trangition times
is gpplied to the circuit.

Experiments are performed on various lengths of sgnd lines 300 mm, 600 nm, 900
mm, 1200 mm, 1500 nm and 1800 nm, corresponding to SiX circuits Ssoo, Ss00, Seoo, Si200,
Sis00 and Sigoo respectively. Each circuit is modeled by a cascade of three two-path ladder
mode segments.

Experimentd results are shown in Table 5.1, and it is seen that for dl sx circuits, the
timing characteridtics, including the gate delay (or the near end dday), the interconnect
delay (the difference between the far end and near end delays), the trangtion times a the
near and far ends, and the overshoots (>50mV) at the far ends of the signd lines are
matched well. For example, dthough the maximum error for interconnect delay can reach
11% for the Six circuits, the average vaue is between 2% and 5%.

Rdative error Rdativeeror | Rdativeeror

o 0'???;’;3;; Relative error pf Trangtion of. Trangtion of >50mV
Circuit delay of Gate delay time at thefar time at the overshoot at
end near end the far end
mean | max mean | max mean | max | mean | max | mean | max
Ss00 25% | 93% | 1.2% | 34% | 23% | 81% | 20% | 50% | 15% | 30%
S600 35% | 10% | 0.7% | 1.3% | 26% | 7.2% | 25% | 7.0% | 10% | 21%
So00 23% | 10% | 09% | 1.3% | 3.3% | 6.9% | 35% | 6.9% | 12% | 25%
S1200 34% | 11% | 1.6% | 2.6% | 40% | 85% | 23% | 7.2% | 11% | 35%
Si500 40% | 9.6% | 11% | 3.1% | 3.7% | 7.9% | 3.6% | 6.3% | 10% | 20%
S1800 42% | 86% | 15% | 3.6% | 50% | 10% | 3.4% | 80% | 11% | 30%
Ss600 37% | 11% | 2.7% | 6.8% | 7.3% | 37% | 6.6% | 31% | 20% | 26%
Sa100 42% | 88% | 1.1% | 54% | 51% | 34% | 7.6% | 45% | 24% | 28%

CLKH 41% | 56% | 0.7% | 26% | 21% | 5.7% | 4.0% | 15% -

CLKuer | 1.2% | 40% | 12% | 42% | 25% | 11% | 3.3% | 5.8% -

CLK 50% | 11% | 3.0% | 6.7% | 74% | 15% | 5.3% | 21% -

“-" impliesthat there was no overshoot for this case
Table5.1; Mean and maximum rdative errorsfor dl

the response characteristicsin a set of test circuits.

For the circuit Soo with 2900 nm long sgnd line, the value of the 50% interconnect
delay over a range of trandtion times is shown in Figure 5.4. Two cases are consdered:

when the recaiver sze is set to 15nm and to 390mm, and both the accurate delay and the
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characterized delay from the compact modd are plotted. The difference between these is
the error, which is seen to be smdl for both vaues of the receiver sze. Two obsarvations
can be made: (a) as expected, the 50% interconnect dedlay is not significantly affected by
the trangtion time (b) the errors for the larger load are somewhat larger than for the
smdler load, ranging from 1% for a dow trangtion to 10% for a fagter trangtion. Even
the word-case erors are acceptable for the accuracy requirements in current timing
andyss tools. A hisogram of the didribution of the trangtion times at the far end for the
64 possible combinations of W and S for Syoo are shown in Figure 5.5, and are seen to be

acceptable.
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Figure 5.4: The change in the 50% interconnect delay over arange of trangtion times for
a 900 nm long signd line. Diamond: accurate delay for a 15 mm recelver Sze. Square:
accurate delay for a 390 mm recelver sze. Triangle: delay from the compact model for a

15 mm receiver sze. Circle: delay from the compact model for a 390 mm receiver Sze.
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Figure 55: A higogram showing the digribution of erors in the far end trangtion time
for the 64 combinations of W and S for crcuit Spo. For example, the bar labeled “1”
corresponds to the fact that 32 of the 64 combinations showed errors of < 5%.
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A comparison between the accuracy of the two-path ladder modd and the hybrid
ladder modd is dso carried out. Figure 5.6 includes the responses from both of these
models, as wdl as the accurate responses using the full inductance matrix, for the circuit
S0 under an 80ps input trandtion time to the driver and 150mm recever Sze. The
reponses from the two-pah modd ae dmogt indiginguishable from the accurate
response. Since the effects of capacitance on the current return path edtimation are
ignored in the synthesis procedure in hybrid ladder modd, the responses from that model

are seen to overestimate the inductance effects.

Voltage (V)

2 25 3 as
Time (s} 1™

Figure 5.6: Comparison of the responses from the two-path ladder mode, from the hybrid
ladder modd [9] and the accurate waveform. (a) near end response under the accurate
model and the two-path model (amost identica). (b) far end response under the accurate
modd and the two-path model (amost identica). (c) near end and (d) far end response
for the hybrid ladder modd!.

5.5.2 Accuracy of responses from signal lineswith non-uniform width

Two experiments are carried out to test the accuracy of the circuits that has sgnd lines
with non-uniform width. The layout dructure of this set of experiments is the same as
described in Section 5.5.1, except tha the three segments of the sgnd lines have
different widths, as shown in Figure 5.7. The power/ground grid spacing is uniform aong
the length of the dgnd lines, and therefore the disances from the sgnd lines to ther
nearest power/ground lines are different for the three line ssgments. The tota lengths of

the sgnd lines are 3600 mMm and just over 4100 mm in drauits Sgeo0 and Sy1o0,
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repectively. The length of each segment in dircuit S4100 IS chosen to test the accuracy of
interpolation for the modd parameters. Each of the three line segments is modeled by a
cascade of three two-path ladder mode segments.

W1 |W2 W3
12 J, . Nearest
S
—4\*-*h + power/ground
| | lines
«——>C—>—>
L1 L2 L3
Dense power/ground mesh

Figure 5.7: Top view of the structure of Sgnd linesin circuits Szgpo and Su100.
(WA/L/Ws= 3.6/2.88/1.8mm), Sse00: L1/L2/L3=1500/1200/900mm,
Si100: La/Lo/ls= 1670.4/1275/1194 mm, S=12mm)
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Figure 5.8: The change of errors for overshoots in the range of trangition times for circuit
Sy100. Diamond: accurate overshoot with 30 nm receiver size. Square: accurate overshoot
with 330 mm receiver Sze. Triangle: gpproximate overshoot with 30 mm recalver Sze.

Cross: approximate overshoot with 330 nm receiver size,

For circuit Ssgoo, the accumulated error from the series connection of modd segments
with different width, length and spacing to power/ground grids are smdl, with 5% mean
eror and 37% maximum error in timing charecteristics and 26% maximum error and

20% mean eror in the overshoot larger than 50 mV. In circuit S4100, the modd
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parameters for the three line segments are obtained by interpolation. For example, the
model parameters for the segment with 16704 mm length can be interpolaied from the
entries in the table corresponding to modd parameters for two line segments that have the
same width and have the same supply network background as line segment 1, but have
lengths of 1500 nm and 1800 mm respectively. The accumulated errors caused by the
interpolation are smal. The mean eror in timing characterigics and overshoot are 7%
and 24% respectively. The erors of overshoot larger than 50 mV for circuit S4100 are
shown in Figure 58. The erors a high trangtion times are larger than those a low
trangtion times, but the maximum erors of 25% in overshoot is acceptable to the

requirements of most of the current on-chip noise andysis.

5.5.3 Accuracy of responses from a clock net

Three experiments are carried out to test the accuracy of three clock nets that have
multiple switching line ssgments with non-uniform  width, nonruniform spacing to the
nearest power/ground grid lines and are on different metd layers. The layout region that
is congdered in the smulation for the accurate responses includes one column of power
and ground pads on both sdes of each switching line segments. Circuit CLKy, as shown
in Figure 59, is a clock H-tree with one source and sxteen snks. There are 31 line
segments distributed on three meta layers M6, M7 and M8. The responses are measured
at the output of the source and the input of the sink at node C, while the sizes of the other
gnks are identical and are set to be 100 nm or 900 mm. The length of the path from the
source to sink a C is 3900 nm with five line segments tha are modeled by fifteen modd
segments are on this path. Circuit CLKpgr is an optimized verson of circuit CLKy with
buffersinserted at &l nodes marked D and E.
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o) X

Figure 5.9: Top views of the structures of circuits CLKy. (A: driver input, B: driver
output, C: recalver input, D and E: buffer pogtion in circuit CLKygr.)

The maximum and mean erors of timing characterisics for crcuit CLKy with 900
nm receiver Sizes at al sinks except the one a C are 15% and 4%, while those for circuit
CLKugr with the same snk szes are 11% and 2% respectively. The overshoots in both
the circuits are smdler than 50 mV. It is reasonable that the errors for circuit CLKyge are
gndler than those for crcuit CLyy because the buffers are intended to reduce the
inductance effects and this dso has the sde effect of making the modding esser and

more accurate.

(0] X
Figure 5.10: Top view of the layout structure of agloba clock net
(A: driver input, B: driver output, C: receiver input)
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The lagt and the largest circuit in the set of experiments is a clock net CLK whose
dimenson is determined according to the layout shown in Figure 5.10. CLK has one
source and twelve sinks. There are 19 line segments digtributed on two metd layers M7
and M8. The responses are measured at the output of the source and the input of the sink
a C, while the sizes of the other sinks are identical and are set to be 100 nm or 900 mm.
The length of the path from the source to snk a C is 3800 nm with five line ssgments
that are modded by fifteen modd segments are on this path. The modd parameters for
each line segment are interpolated as was done in Section 5.5.2.

The maximum and mean erors of timing characterigtics for circuit CLK with 900 nm
receiver Sizes a dl the sinks except node C are 21% and 5%. Figure 5.11 shows a set of
responses from the two-path ladder modd and from the accurate responses under both
RC and RLC modds for a typicd circuit setup with a 90nm receiver sze a node C,
270mm receiver Sze a the other sinks and a 100ps trangtion time at the driver input. The
responses a the near end are dmost the same for the three smulaions. The results from
the two-path ladder modd match those of the accurate smulaion well in terms of the
50% interconnect delay, the 50% gate delay, and the trangtion times at near and far ends.
Therefore, we have demondtrated that the proposed compact model can be used to replace
complicated layout structures to rapidly estimate their responses.
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Figure 5.11: Comparison of the responses from the two- path ladder moded and the
accurate responses. (a) near endsin RC, RLC and two-path modd.
(b)-(d) far endsin RC, RLC and two-path model.
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5.6 Conclusion

A two-path ladder mode for compact modding of onchip interconnect timing and noise
andlyss is proposad in this work to accuratdly approximate the proximity effect in high
speed circuits. The synthess procedure uses condrained nonlinear optimization to match
the response characteristics of the model to those under an accurate smulation, which are
cadculated usng a comprehensve PEEC model and include the effects of cgpacitances on
the current return path estimation. A comparison with the hybrid ladder modding shows
that the proposed modeling in this work results in more accurate responses.
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Chapter 6

Conclusion

This thess work deveops three agorithms, corresponding to Smulation, extraction and
modding of on+chip inductance issues.

A precorrected-FFT adgorithm for fast and accurate smulation of inductive sysems is
proposed, in which long-range components of the magnetic vector potentid are
agoproximated by grid currents, while nearby interactions are cadculated directly. All
inductance interactions are consdered in computing the product of the inductance matrix
with a given vector, so that the waveforms a the nodes of interest are caculated
accurately. A comparison with the block diagona dgorithm showed tha the
precorrected-FFT method results in more accurate waveforms and less run time with
much smdler memory consumption. Different gpproximations in the precorrected-FFT
method, including usng a two-dimensord grid structure, were tested and showed that
the lower order of approximation greetly increases the speed and reduces the  memory
consumption without much loss in accuracy. Experiments caried out on large indudrid
circuits demongrate that the precorrected-FFT method is a fast and highly accurate
approach for on-chip inductance smulétion in large circuits.
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Two drcuit-aware based spardfication methodologies for fully coupled PEEC K-
edement representations for an inductive system are proposed by analyzing the drcuit
characterigtics and clugtering the inductances according to their relaive importance to the
crecuit. In both agorithms, dl of the switching lines are dassfied as ID or RD lines
Strong couplings are resolved firsd and wesk couplings are then added to the clugters.

Algorithm 2 works with the assumption of zero é L, (dl; /dt) drop on the supply lines
j

while Algorithm 1 has no such limitation. The experimentd results in this work show the
effectiveness of the crcuit-aware method compared with the shift-and-truncate method.
Algorithm 2 works wdl in a good design where supply lines behave more perfectly and
often gives a high spargfication but a rdatively low accuracy. Algorithm 1 is desgned
for any circuit and provides a high accuracy but with a lower sparsfication than that of
Algorithm 2. The drcuit-avare method helps to determine current return paths for a
design and identifies the most critica inductance terms for optimization.

A two-path ladder model for compact modeling of on-chip interconnect timing and
noise andyss is proposed to accurately gpproximate the proximity effect in high speed
circuits. The paths for both the high and low frequency currents are explicitly included in
the modd. The synthess procedure uses condrained nonlinear optimization to match the
response characterigics of the model to those under an accurate smulation, which are
cadculated usng a comprehensve PEEC modd and include the effects of capacitances on
the current return path edtimation. A comparison with the hybrid ladder modeling shows
that the proposed modeing in this work results in more accurate responses. Extensive
experiments are carried out on sngle sgnd lines and clock nets to test the accuracy of
the two-path ladder modd. Experiments on severd circuits demondrate that the proposed
table look-up based compact modeling is a highly accurate and fast gpproach for on-chip
interconnect timing and noise andyds in large drcuits The compact modding in this
work is especidly suitable for sngle switching lines. The future work ams a developing
compact modds for circuits with multiple switching lines.
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