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Abstract

The remarkable progress that has been made in semiconduentorfacturing tech-
nologies during the past few years has significantly impaddtie performance of VLSI
circuits. However, it has also created many new challengéle field of computer
aided design of electronic circuits. Some of the key isshasrneed to be addressed
include providing CAD tools the capability of handling thiéeets that have become
important in today’s high performance circuits and devilgpigh efficiency analy-
sis and optimization algorithms so that they can be used¢atefely design ICs that
contain hundreds of millions of transistors.

In this thesis, we tackle several problems that are cugr@iftinterest to the CAD
community, and special attention is paid to the efficiencthefalgorithms being de-
veloped. The first part of the thesis focuses on the develapofea high efficiency
thermal simulation strategy for early stages of physicaigle Several Green function-
based thermal simulation algorithms are presented, actctrebe used, respectively,
to perform localized thermal analysis, full chip temperatorofiling, and thermal sim-
ulations where the accuracy requirement differs from plaggace over the same chip.
The accuracy and efficiency of the algorithms are demormstrifirough comparisons
with the results from a commercial computational fluid dyma@CFD) software for
thermal analysis.

The second part of the thesis is concerned with the I/O pirtdiion problem in



VLSI circuits with high performance and high integratiomdgy. Technology trend
shows that while the current consumption of a VLSI chip wiktriease in the future
due to the enhanced functionality, the number of packagequoes not change signif-
icantly. As a result, the number of pins for each unit of corr@elivered is actually
reduced in future ICs, which makes the pin limitation probkenew bottle neck in chip
design. The stacked-Vdd circuit paradigm, in which modalesassigned to different
Vdd domains so as to reduce the currents flowing through thwepgrids, is a good
candidate in resolving the pin limitation problem. Howevers crucial to maintain
the current balance between the modules operating in eifferdd domains so that
the power consumption of the circuit is not unnecessaritygased. In this part of the
thesis, a graph partition-based algorithm is developedsoga modules to different
Vdd domains efficiently and experimental results show thistinuch more effective
in reducing the power waste in stacked-Vdd circuits thamapaicking technique.
Finally, in the last part of the thesis, we address the is$umtimizing on-chip

spiral inductors, which are key components in many RF gk circuits (RFICs).
A sequential quadratic programming (SQP) based approaocked to optimize the
quality factor@ of inductors. The SQP technique has the advantage of besily ea
adaptable to any physical model of the inductor, and theseafonot limited by model
accuracy. In addition, fast convergence can be expectdwittarting point of the

numerical iterations is not too far away from an optimum & tibjective function.



To reduce the possibility that the algorithm is trapped av@al optimal point, we
choose to run the SQP algorithm multiple times starting framdomly generated
initial points, and experimental results show that highliggienductors can be obtained

using this approach within a very reasonable amount of time.
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Chapter 1

Introduction

One of the major driving forces of the semiconductor induggrthe capability
of the foundries to manufacture progressively smalleriiest on chip, and therefore
increase the device count per silicon area. Smaller featmeeand higher device pack-
ing density are essential for improving the performance loS\circuits thanks to the
reduced gate and interconnect delays. In Table 1.1, thedémipy trend as projected
by the International Technology Roadmap for SemicondscidrRS) [Sem] is pre-
sented. It can be seen that by the year 2011, a state-ofitlchip may contain over
700 million transistors and run at frequencies approachB@Hz. In addition, be-
cause of the tremendous progress that has been made in CMRQ®liggies, circuit
designers today routinely integrate heterogeneous fumaitunits such as digital sig-

nal processors and RF front end circuitries over the samsads to improve the cost



Year | Technology| Number of| Number of f Vdd | Power
Node (nm) | Transistorg Wire Levels| (GHz) | (V) | (W)
2005 54 193M 11 52 | 1.1 | 167
2006 48 193M 11 6.8 | 1.1 | 180
2007 42 386M 12 93 | 1.1 | 189
2008 38 386M 12 11.0 | 1.0 | 198
2009 34 386M 12 12.4 | 1.0 | 198
2010 30 773M 12 150 | 1.0 | 198
2011 27 773M 12 17.7 | 0.9 | 198

Table 1.1: Trends in IC technology parameters as projectd@mRS.
effectiveness of building complicated systems.

Although the future of the semiconductor industry appeansnising, keeping the
pace of progress that has been observed in the past and ifajldae trend as pro-
jected by the ITRS need collaborated efforts between ¢iesigners, device and
manufacturing engineers, and CAD tool developers. Dueéchtgh complexity of
VLSI circuits, the application of CAD tools has long been adispensable compo-
nent in circuit design, and with the demands for more fumaidut more complicated
ICs continuously growing, CAD tools will play an even morepantant role in IC
designs in the years to come.

There are several challenges facing CAD tool developewrsytothe first challenge
concerns the incorporation into CAD tools the effects thatehbecome critical for
VLSI designs in the nanometer regime. Some of the promineamneles of these
effects include process variation issues, thermal issugklithography related issues.

These issues have only been of secondary importance dinengeaist, and therefore



have not been the major considerations in many mainstrea ©Als. However,
the shrinking feature size and escalating power consumpticontemporary VLSI
circuits have made it imperative for CAD tools to incorper#tiese effects such that
the design closure can be achieved with a reasonable amiodeign effort. Another
challenge that CAD tool developers must deal with is thedasing complexity of
VLSI circuits. Nowadays, with designs containing hundrefisiillions of transistors,
the time complexity of a CAD algorithm used to assist thegleprrocess has become
one of the most critical factors in determining the timemtarket of the final product.
Therefore, the development of high efficiency CAD algorithinas gained significant
interest in the CAD community. In this thesis, we will tacldeveral challenges that
have been presented to CAD tool developers recently, araddaddtention is paid to
the efficiency of the algorithms that are being developed.

The first part of the thesis focuses on the thermal analygphysical design. As
described previously, the technology trend in the semigota¥ industry is to increase
the device packing density and run circuits at higher fregies. A side effect of
this trend is that power consumptions of chips will escalatieich leads to elevated
on-chip temperatures. High temperature could be detriahémboth the performance
and reliability of circuits. As pointed out in [CLRKOQ], theelay of aluminum in-
terconnect goes up by 30% when the temperature rises fro@ 5100°C, and it

was reported in [RBMH98] that the electromigration-inddiceean-time-to-failure of



interconnect is reduced by 90% when the temperature inesdesm 25°C to 52.5°C.
This situation has made it crucial to consider thermal issliging the design process
S0 as to ensure the proper operation of the manufacturadtsirGenerally, designers
use thermal analysis softwares to verify that a design doesxteed the thermal bud-
get, e.g., the maximum allowed on-chip temperature. Thédyais can be performed
in the final verification phase of the design if the circuit & mery complicated. For
today’s multi-million gate VLSI circuits, however, it is Honger practical to carry out
the thermal analysis after the design is almost completeduse if a thermal con-
straint is violated, it will be too expensive to go up the deshierarchy and fix the
problem. This reality has made it obvious that thermal asialghould be incorporated
into early stages of physical design such as thermal-aw@glanning and placement
where there is more flexibility in modifying the design angitelatively inexpensive
to fix the problems that arise. One of the key characteristias a thermal analysis
software must possess in order to be used effectively iy states of physical design
is high efficiency, since at these design stages, therm&ysasas often used as part
of the simulation core of an optimization engine where adatgsign space of possi-
ble physical layouts must be explored and an independeciileéibn on temperature
distribution has to be performed for each candidate laybuthis part of the thesis,
a high efficiency thermal simulation strategy that can bel usdacilitate the thermal

analysis in early stages of physical design is developedeel Breen function-based



thermal simulation algorithms are presented. They takamtadge of the special char-
acteristics of the thermal problems encountered in chipgdeso as to improve the
efficiency, and they can be used, respectively, to perfoalived thermal analysis,
full-chip temperature profiling, and thermal simulationsese the accuracy require-
ment differs from place to place over the same chip. The aoyuand efficiency of

the three algorithms are demonstrated through comparisdhsthe results from a

commercial computational fluid dynamic (CFD) software foerimal analysis.

The second part of the thesis tackles the 1/0 pin limitatioobfem, which is an
important issue in the design of high performance circiitd have enhanced func-
tionalities and switch at high frequencies. I/O pins fatbitwo categories: those used
to deliver signals and those that deliver power (Vdd or gdjuiwVhile increased on-
chip functionalities lead to a demand for more signal 1/Cspihe demand for power
is stronger. In contemporary and future technologies, faieto two-thirds of all I/O
pins must be dedicated to power delivery so as to reduce thst wase IR andL%
noise in the power grids, while the total number of packages pioes not increase
significantly. As a result, as the total current consumptiba chip goes up due to the
increasing circuit complexity and higher switching fregog each power pin must de-
liver a larger amount of current to the chip. This trend carmlearly seen in Fig. 1.1,
which is created based on the data from ITRS [Sem]. In othedsyas IC technolo-

gies advance, the number of pins for each unit of currenteledd is actually reduced.
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Figure 1.1: Trend of current delivered per power pin basetherdata from ITRS.

The pin limitation problem is especially pronounced in theeeging 3D IC tech-
nology which has appeared recently as a promising altemttithe prevailing 2D IC
technology. One of the primary advantages of the 3D IC teldyyas that by stack-
ing multiple dies vertically while reducing the footprintea of each die, interconnect
delays of long wires can be significantly reduced. Neveesgl the pin limitation
problem is exacerbated here: for a 3D chip withiers, the amount of current to be
supplied isk times as much as for a 2D chip with the same footprint, but tiraber

of available pins is essentially the same. Viewing this haoway, if we were to trans-
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form a 2D IC to ak-tier 3D IC implementing the same functionality, the numbér
pins accessible to the circuit will be reduced%t(mf the original value because of the
much smaller footprint area. This situation has made it irafdee to consider the pin
limitation issue in the design of 3D ICs.

One of the viable ways of alleviating the pin limitation pleim is to use the
stacked-Vvdd circuit paradigm where power is delivered ® ¢hip as multiples of
the regular supply voltage and modules are distributed fterdnt Vdd domains so
that the total current flowing through the power grids is et which brings down
the number of power pins required to supply currents to theuiti However, a sig-
nificant amount of power may be wasted in a circuit designéaguhis paradigm if
the currents consumed by the modules operating in diff&fddtdomains are not bal-
anced. In this part of the thesis, we present a partitiomdbatgorithm for efficiently
assigning modules at the floorplanning level so as to maxmmatiuce the power
waste during the operation of the circuit. Experimentaliitsson a DLX architecture
show that compared with assigning modules to different \&dld using a bin-packing
technique, the circuit generated by our algorithm has aBa& less wasted power,
on average, and therefore is more suitable for low poweratpers. In addition, ex-
periments on a 3D IC example show that our module assignnpgnbach is equally
effective in reducing the power waste in 3D ICs.

The third part of the thesis is devoted to a problem that dirdesigners have



encountered while integrating heterogeneous functiond$ such as digital and RF
circuits over the same die. Experiences have shown thabfoesntegrated RF de-
vices, it is extremely difficult to make them as good as theiciette counterparts. The
most pronounced example of this is the integrated spiraldtat whose quality factor
@ is much lower than that of an equivalent discrete inductaraAesult, optimization
has become indispensable during the design of on-chip totkibecause designers
must strive to find the optimal design parameters in ordetHferdevice to achieve a
reasonable performance. High efficiency is again an impbdaterion in judging the
usefulness of an inductor optimization algorithm becauseraplicated circuit may
contain many integrated RF devices and a highly efficientr@pation tool may sig-
nificantly improve the throughput of the design process.hla part of the thesis, we
will develop an efficient on-chip inductor optimization alghm based on the sequen-
tial quadratic programming (SQP) technique. The SQP apgprbas the advantage
of not relying on a specific form of the inductor model, andréffiere is not restricted
by model accuracy. In addition, high convergence rate cagxpected if the starting
point of the numerical iterations is not too far away from gimum of the objec-
tive function. To reduce the possibility that the algoritistrapped at a local optimal
point, we choose to run the SQP algorithm multiple timedistgufrom randomly gen-
erated initial points, and experimental results show tingtt lquality inductors can be

obtained using this approach within a very reasonable abuafuime.



Chapter 2

High Efficiency Thermal Simulation

Algorithms

2.1 Overview of Thermal Simulation Algorithms

As pointed out in the previous chapter, thermal simulatiasa hecome an indis-
pensable component of many physical design processegydhgrpast few years due
to the escalating power consumption of today’s high peréoroe VLSI circuits and
the resulting elevated on-chip temperature. In a nutstiermal simulation involves

the solution of a parabolic partial differential equati®DE)

(2.1)




under an appropriate set of boundary conditions, where, g, k£, andc, are the
temperature distribution, time, power density distribatithermal conductivity, and
heat capacity of the chip material, respectively. Basedhentype of analysis they
perform, thermal simulation algorithms can be generalyddid into two categories,
i.e., those for transient analysis and those for steadg-ataalysis.

Transient analysis is concerned with the time evolutiorheftemperature distri-
bution within a chip given a time-varying power density diaition, and can be per-
formed efficiently using the thermal ADI algorithm propodsd/NVanget al. in [WCO02].
To understand how the ADI algorithm works, we must first ddsiee the PDE (2.1)
in both the time and space domains. For simplicity, we asdimaiethe time domain
discretization takes a backward Euler scheme and the spewainl discretization is

carried out using finite differentiation. The discretizddEPis given in the form

n+1 n n+1 n+1 n+1 n+1 n+1 n+1

=— 0J,k o

N e (A[L’)Q (Ay)2
E?J'J,Fklﬂ - 27}?;161 + Tz'r,LJ'J,rkl—l] Jiri k (2.2)
(Az)? Pep |

whereT},, = T(iAr, jAy, kAz,nAt) andg;'; , = g(iAx, jAy, kAz,nAt) are the
temperature and power density at nddAz, jAy, kAz) at time stepnAt, respec-
tively. The node indexing scheme is visualized in Fig. 2.llin&ar equation similar

to (2.2) can be written for each node, and the resulting systidinear equations can

10



be solved to obtain the temperature distribution at timp &tet+- 1) At given the tem-
perature distribution at time step\¢t. The time complexity of solving this system of
linear equations is superlinear in terms of the number oésod

1,5,k +1

Li=Lk Q x
ij.k—1

Figure 2.1: The node indexing scheme for the spatial domagoretization.

To accelerate the solution process, the thermal ADI algoritakes a different
approach in finding the temperature distribution at time ste+ 1) At given the tem-
perature distribution at time step\¢. Instead of solving the system of linear equations
corresponding to (2.2) directly, it divides each time st#p three sub-steps and solves
three systems of linear equations in tandem. In mathen&tica, these three systems

of linear equations can be represented by

11



Step |

n+:l n—l—% n+% n+%

T T b TS T T o T
At pCp (Ax)z (Ay)z
Fien = 205+ Ty S (2.3)
(Az)2 PCp
Step Il

n+2 n+i n+% n+ n+i n+2 n+2 n+2
ﬂfj,zg)_T'( +3) k T+3 _9T +3 —|—T<+3 +T+3 _ 9T +3 +T',j+3

ij.k [ i+1,5,k i,5,k i—1,5.k i,5+1,k i,5,k i —1,k+
At PCp (Az)? (Ay)?
n—i-tl n+,l n+tl n
T — 2155, + Tz’,j,l:—l] n 9i.jk (2.4)
(B2 oy
Step llI
(n+1) (n+2) n+2 n+2 n+2 n+2 n+2 n+2
Tz’,j,k - Tz’,j,k3 :i Tz’+1fj,k - 2Ti,j,k3 + Tz’—lfj,k Tz’,j+31,k - 2Tz’,j,k3 + Ti,j—il,k_‘_
Al P (Ax)? (Ay)?
n+1 n+1 n+1 n
Tz’,j,k+1 - QTi,y’,k + Tz’,j,k—l] 9i.5.k (2.5)
(Az) oy

It is easy to see that in each sub-step, the system of linemtiegs to be solved is
implicit in only one spatial direction. Therefore, the @sponding coefficient matrix
is tridiagonal, and it is well known that a tridiagonal limesystem can be solved in
linear time. As a result, the time complexity of obtaining temperature distribution

at time step(n + 1)At given the temperature distribution at time stefyt becomes

12



linear in terms of the number of nodes, which is a significartriovement over solving
(2.2) directly. In the original thermal ADI work, the Cramkeolson scheme was used
for the discretization in time domain to provide added nuoaaccuracy.

Steady-state analysis, on the other hand, is interestée istabilized temperature
distribution given a time-independent power density dstion or a power density
distribution averaged over time. In this chapter, we wiltde on the steady-state
thermal analysis. Mathematically, a steady-state theamalysis problem can be con-
sidered as solving the Poisson’s equation

V2T(r) = —% (2.6)

under an appropriate set of boundary conditions. Duringotst few years, several
steady-state thermal simulation algorithms have been imselip design. The finite
difference method (FDM) [TKOO] discretizes the differattoperatorv? in (2.6) so

that the differential equation becomes

Tiv1k — 20556+ 11k n Tk — 20 56+ T i1k n Tiinit1 — 205 56 + 15 j -1
(Ax)? (Ay)? (Az)?

gi7j7k
— _Judl 2.7
I (2.7)

whereT; ;. = T(iAx, jAy, kAz) andg; ; » = g(iAx, jAy, kAz) are the temperature
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and power density at nodeAx, jAy, kAz), respectively. Then the finite difference
equations corresponding to each of the nodes in the spacaidane collected and the
resulting system of linear equations are solved to obtartemperature distribution.
In [TKOO], a thermal circuit analogous to an electrical netkvwas used to visualize
the discretization scheme shown in (2.7).
A competing method that has been used in chip design to pertfoe steady-state
thermal analysis is the finite element method (FEM) [GS03)e FEM is based on
the observation that if a functidfi(r) solves equation (2.6), it will also minimize the

functional

I(T(r)) = 3 /V [kV2T (r)—2g(r)T(r)]dV — / [hTmT(r)—%hTQ(r)]

Ty

o7 () + [
Iy
(2.8)
where the integration ovér, corresponds to portions of the boundary where the heat
flux boundary conditions are enforced, and the integrati@n B, corresponds to por-
tions of the boundary where the convective boundary camtstare enforced. Finding
the exact functiol’(r) so that/ (7'(r)) in (2.8) is minimized is difficult. Therefore, the
FEM tries to find a function that minimize$7'(r)) within a much reduced functional
space. To achieve this objective, the FEM meshes the spatainlof the problem and

constructs’(r) using a linear combination of a set of local basis functidrige coef-

ficient of each basis function approximates the temperatimeparticular node within
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the mesh. If we set the first derivative 6f7'(r)) with respect to each coefficient of

the basis functions to zero, we will obtain a system of lireggrations

KT =P (2.9)

whereK is the global stiffness matrid’ is the vector of unknown nodal temperatures,
andP is the vector representing the power distribution. Eque{ih9) can be solved
using any linear solver to obtain the temperature distigiout

The advantages of the FDM and FEM include their robustnegiayh accuracy.
In addition, the FEM also possesses the capability of hagaiomplicated boundary
conditions. The primary drawback of the FDM and FEM restshanfact that they
always require volume meshing of the entire substrate dveagh the devices are
usually fabricated only in a thin layer close to the top stefaf the IC chip. Hence,
even for the cases where only the temperature distributitmmthe device layer is
of interest, we still have to solve a large system of linearadipns corresponding to
the volume meshing, which leads to low efficiency. In [LPAG@&thermal simulation
algorithm based on the solution of the finite difference ¢igna using the multigrid
approach was proposed, and its high efficiency has madeltkehfp thermal simula-
tion practical for the optimizations in physical designs.

The boundary element method (BEM) constitutes anothes dbhermal simula-
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tion algorithms in which the volume meshing of the substietoided. An important
underlying concept in the BEM is the Green function, whickat#es the temperature
distribution within the chip when a unit point power soursgresent. For the simple
geometries encountered in chip design, the explicit fornthef Green function can
be obtained, and the temperature field under an arbitraryepdensity distribution
can be calculated by integrating the corresponding Greectifun. Because the BEM
only meshes the power generating surfaces in thermal siimgaas opposed to the
meshing of the entire substrate by the FDM and FEM, it natutahds to a smaller
problem size, and hence has the potential of achieving Highescy. However, the
actual runtime of an algorithm implemented using the BEMethe}s critically on how
efficient the Green function is evaluated and how the tenperalistribution is cal-
culated given the power density distribution. In [HS90E tHassical Green function
approach was used in thermal simulations where the Greetidnnwvas utilized di-
rectly to evaluate the temperature field in a rectangulapst substrate. Because the
underlying Green function is expressed as a multiple-itg#isummation and it has to
be truncated at high indices in actual implementations tontaim a reasonable ac-
curacy, the efficiency of this method is rather low. In [CK9®le method of images
was used to obtain the Green function in closed form at thermsg of relaxing the
boundary conditions by assuming that the chip is infinitahgé horizontally. The ad-

vantage of this method is that the Green function can be ctedmn-line efficiently
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and thus it is suitable for optimization purposes. Howelrgiassuming that the chip is
infinitely large horizontally, the on-chip temperatureMaé severely under-estimated
especially near the boundaries of the actual chip, althdbgHocations of the hot
spots can be correctly identified as shown in [CK99]. In [WNJGh efficient algo-
rithm for evaluating the temperature field in VLSI chips usasemi-analytical form
of the Green function was proposed which takes into accdenirtultilayered nature
of the semiconductor substrates used in IC fabricationsveileeless, this method
also assumes that the chip is infinitely large horizontalhg therefore it has the same
problem as [CK99].

Note that the computation of the steady-state temperatsir@dition7” in thermal
problems is very similar to the computation of the poterfteltl ¢ in electrical prob-
lems. Bothl" and¢ satisfy the Poisson’s equation, and the power sofraethermal
problems corresponds to the chagge electrical problems. In [GM96] and [NGM98],
the discrete cosine transform (DCT) is combined with a tad®&-up approach to im-
prove the efficiency of using the Green function to calcuthee electrical potential
distribution within a rectangular-shaped substrate. imriethod, the multiple-infinite
summation contained in the expression of the Green fundiant evaluated on-line.
Instead, look-up table and vectors are established in agvam that each evaluation
of the Green function is reduced to the summation of a cohstath 80 terms in the

look-up table and vectors. This is a significant improvenoset the direct evaluation
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of the multiple-infinite summation in the classical Greendtion method, which may
involve thousands or even more terms to ensure a reasoraigay. Since the look-
up table and vectors only have to be computed once for eabhdéagy and substrate
geometry, but are independent of where the devices areslboatthe chip, they can be
obtained in the pre-characterization phase of the desidms&d many times in the op-
timization process. As aresult, the amortized cost of distahg the look-up table and
vectors can be ignored in practice. Our first thermal sinnutedlgorithm (Algorithm
) follows a similar line of analysis as in [GM96] and [NGM98[rhe difference is
that since the boundary conditions encountered in thernodl@ms are different from
those in electrical problems, the Green function and thk-lgmtable and vectors must
be re-derived to reflect the special characteristics oftieenal problems.

The improvement in efficiency of Algorithm |, as comparedthat of the classi-
cal Green function method, comes from its faster evaluaifdhe expressions involv-
ing the Green function in calculating the temperature fialtj compared with other
fast algorithms such as the ones presented in [CK99] and [W]Mir algorithm can
achieve a much higher accuracy because it does not assuntbkdlthip is infinitely
large horizontally, and hence it can take the proper boyndanditions into consid-
eration. Asymptotically, however, the classical Greercfion method, the algorithms
in [CK99] and [WMO04], and our Algorithm | all have the same &rsomplexity of

O(N;-Ny), whereN is the number of power source regions aviglis the number of
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temperature field regions. For cell level full-chip therra@mhulations where the num-
ber of heat sources is large and the temperature profile beegritire chip is sought,
however, a still faster algorithm is required.

In [CCS99], Costaet al. proposed an elegant algorithm for efficiently performing
the full-chip electrical potential profiling, which is a keyep in solving substrate par-
asitic extraction problems. This algorithm combines thecept of functional eigen-
decomposition with the technique of the DCT to reduce thea\intime of full-chip
electrical potential profiling fron® (N?2.) to O (N x log(Ny.)), whereN, is the total
number of grid cells. Because of the parallelism betweenhenal problem and the
electrical problem, we can use a similar approach to recueasymptotic runtime of
full-chip temperature profiling. We have implemented suohapproach in our sec-
ond algorithm (Algorithm 11), and we will present it from thperspective of spectral
domain computations that are familiar to engineers. Naitttie temperature distribu-
tion can be obtained by convolving the power density diatidn with the underlying
Green function, and it is well known that convolutions in fgace domain correspond
to point-wise multiplications in the spectral domain. Téfere, using the spectral do-
main computations in conjunction with the DCT for transfargithe data between
space and spectral domains, we will be able to significastiuce the runtime of full-
chip temperature profiling. Our algorithm takes a pieceevdsnstant power density

map as the input and generates a piece-wise constant teomeemaap as the output.
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The primary steps of the algorithm include:

1. Obtaining the spectral domain representation of the pa&asity map using
the 2D DCT. The order of the DCT expansion is determined dycaliy by the

power density map instead of being agtriori to ensure the accuracy.

2. Calculating the spectral domain representation of timpezature map by multi-
plying each spectral component of the power density map égdhresponding

spectral response of the linear system determined by thenGuaction.

3. Using a 2D inverse discrete cosine transform (IDCT) tawbthe temperature

map from its spectral domain representation.

Both the 2D DCT and the 2D IDCT can be calculated efficientlyngghe 2D fast
Fourier transform (FFT). The asymptotic time complexitytiod overall algorithm is
O(Nysxlog(Nys)) + O(N,rxlog(N,¢)), whereN,, andN,; are the number of grid
cells in the power source layer and temperature field lagepectively. Hence, for cal-
culating the full-chip temperature profile, the time conxtieof Algorithm Il is much
smaller than that of Algorithm |, which i©(N,,-N,f). Note that the lower asymp-
totic time complexity of Algorithm Il does not invalidateghusefulness of Algorithm
| because, as will be elaborated in Section 2.3.4, Algorithoften works better for
localized analysis, where the effects of a few critical girblocks on the temperature

distribution in a few key regions are of interest.
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Our third algorithm (Algorithm 1ll) is a combination of Algdghm | and Il, and

it possesses the capability of performing thermal simaoitetiwhere the accuracy re-
qguirement differs from place to place over the same chip, |.gnixed signal designs
where analog circuits are fabricated on the same chip atatgjrcuits, the analog
blocks often have more stringent accuracy requirementhemial simulations be-
cause the operations of the analog circuits are more sensgititemperature. Algo-
rithm Il reflects the idea of the pre-corrected FFT, whicls baen used extensively
in the IC parasitic extraction works [PW97] [HBD3] [CCS98]. The algorithm first
uses coarse grids to divide the source and field planes whehegeid cell in the source
plane can contain several logic gates or analog functiomié$,uand the size of each
grid cell in the field plane satisfies the accuracy requirdmenhthe digital circuits.
The power density of each grid cell in the source plane carbbared by adding up
the contributions from the logic gates and analog functianés that are located in it.
A coarse temperature map for the field plane is then obtaireed the coarse power
density map using Algorithm Il and is used for the digitaldis. Finally, for each
analog functional unit on the field plane whose temperatite be calculated more
accurately, we use Algorithm | to compute the contributitmsts temperature rise
from the nearby logic gates and analog function units ondlkece plane, and use this
result to correct the temperature obtained by Algorithnvirthe coarse grid cell.

Our algorithms are all implemented in C++ and experimergalits show that
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they can achieve relative errors of aroutid compared with that of a commercial
computational fluid dynamic (CFD) software package fortmeranalysis, while their
efficiencies are orders of magnitude higher than that of thgse@al Green function
method. The rest of the chapter will be organized as follows.Section 2.2, we
formulate the temperature field computation problem andearethe concept of Green
function for thermal problems. In Section 2.3, we discusdetail the three thermal
simulation algorithms. Section 2.4 shows the experimemellts, and the summary

is provided in Section 2.5.

2.2 Problem Formulation and the Green Function for

Thermal Problems

2.2.1 Problem formulation

Fig. 2.2(a) shows an IC chip with the associated packagimdF&g. 2.2(b) shows
a schematic of the structure in Fig. 2.2(a) where the paokagicluding the heat
spreader and the heat sink has been simplified but the nyeitdd structure of the

chip is explicitly shown. As stated in the previous sectibie, steady-state temperature
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Figure 2.2: Schematic of a VLSI chip with packaging (a) ICpcand the packaging
structure (b) simplified model of the chip and packaging.

distribution inside the chip is governed by Poisson’s eiguat

V2T (r) = —zl((ri (2.10)

wherer = (z,y, z), T(r) is the temperature (°C) distribution inside the chjfx) is

the volume power density (W), andk;,) is the thermal conductivity (W/(FiC))

of the layer where point is located [Ozi68]. The vertical surfaces and the top sur-
face of the chip are assumed to be adiabatic [Kok74], and ¢t surface of
the chip is assumed to be convective, with an effective haauster coefficient:

(W/(m?-°C)) [CRT"98]. In mathematical form, these boundary conditions caaxse
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pressed as

8x z=0,a ay y=0,b ( )
o) _, (2.12)
0z |, ,
oy 2L = h(T(t)]oeay — Th) (2.13)
0z | .—_qy

whereT, is the ambient temperature, ahg is the thermal conductivity of the bottom
layer of the chip. In addition, we enforce the continuity ditions at the interface

between adjacent layers within the multilayered chip, i.e.

T(r)s=—dite = T(r)]2=—d,— (2.14)
kiaT(r) _ ki+18T(r) (2.15)
az z=—d;+e€ az z=—d;—€

wheree is an infinitesimally small quantity ank is the thermal conductivity of th&”

material layer in the multilayered chip structure.

2.2.2 Green function for the rectangular-shaped multilayeed struc-
ture

Let G(r,r’), withr = (z,y,2) andr’ = (2/,y/, 2’), be the distribution of temper-

ature abovél, in the multilayer when a unit point power source of 1W is ptheg
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positionr’. ThenG(r, r’) satisfies the equation

V2G(r,r') = — (2.16)

and the boundary conditions

0G(r,1’) _ JG(r,1’) _0 (2.17)
0:1: z=0,a ay y=0,b
0G(r,1")
il = 2.18
0z |, 0 ( )
e X S (2.19)
z z=—dnN
G(r,r')[o——dive = G(r, 1)t~ (2.20)
kiaG(ar,r) _ kHl@G(r,r) (2.21)
< z=—d;+e€ 82 z=—d;—¢€

whered(r — r') = §(z — 2')d(y — v/)o(z — 2') is the three-dimensional Dirac delta
function, andG(r, r’) is the Green function. The temperature field under an arpitra

power density distribution can be obtained easily as

a b 0
T(r) :Ta—l—/o dm'/o dy' /_d dz'G(r,r")g(r") (2.22)

As shown in [GM96] and [NGM98] for electrical problems, thes@n function can be
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generally written in the form

G(r,r') = f: f:cos (m;rx) cos (n%bry) cos <mzx’) cos <n7;)‘y’) Zn(2,7)

m=0 n=0

(2.23)

where Z;  (z,2')’'s are functions of only the coordinates of the source and field
points. The specific form of eacly,,,, (2, ') depends on the boundary conditions, and
it can be derived similarly to that shown in [GM96] and [NGM9Bor completeness,
the detailed derivation of the Green function suitable fi@rimal problems is presented
in Appendix A.

In the following analysis, we assume that both the heat &swand the field regions
are located on discrete horizontal planes. Since the atdimensions of the devices
are much smaller than that of the silicon chip, this assurngs reasonable for most
practical purposes. For a particular pair of source and fileldes, i.e., for a particular

z andz’, the Green function can be written as

oo o0

G ) = 53 e (257 o (5o (257 o ()

m=0 n=0

(2.24)

The temperature distribution on the field plane due to the $@arces on the source
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plane is given by
a b
Tay) =T+ [ d [ dyGlay.s o )Pie' o) (2.25)
0 0
whereP,(z’, ') is the power density distribution on the source plane.

2.3 Green Function Based Thermal Simulation Algo-

rithms

2.3.1 Algorithm I: Thermal simulation using the DCT and table

look-up
(as,bs)
Source
Region
(az,b2)
_ (a3, bs)
Field
Region

((11, bl)

Figure 2.3: Source and field regions for computing the teatpes distribution.

Since practically all of the on-chip geometries can be dgmmsed into combina-

tions of rectangles, we only focus on the rectangular-sthaperce and field regions
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in the following analysis. Fig. 2.3 shows a schematic of as®and a field region.
Note that the two regions can have differentoordinates if the field plane does not
coincide with the source plane. Our objective here is toutate the average temper-
atureT of the field region efficiently given the power density of the source region.
To simplify the analysis, we assume th@t is a constant within the source region.
This is not a very restrictive assumption, since if the podemsity is not uniformly
distributed in the source region, we can always divide the®region into smaller
rectangular-shaped sub-regions and assume that the pewsitydis uniform within
each sub-region.

The average temperature in the field region can be compuiegd us

o 1 as bo
T, = dx/ dyT (x, 2.26
77 (a2 —a1) (b — b1) /al by vI(zy) (2.26)

Substituting (2.24) and (2.25) into (2.26), and modifyihg integration limits of (2.25)
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according to the location and dimensions of the source negie obtain

ba
Tr=T,+ /de’/ dy/ dx’' dyG:L"y,:E y')
(2—@1 2—51 by

=T,+ Coopd(a4 — ag)(b4 — bg)+

o (52 s ) () - (2]

{
{ <£;_;f‘3 o fin (52) = (5] [ (*57) -0 (5)]
{
|

i . mmag . mmay
ZZan |:Sln< )—sm( )} X
a2—a1 bg—bl a a

m=0n=0

sin (mm4> — sin (mza3)] {sin (””Tb?> — sin (”WTblﬂ X
o 5222

where

Como (%) if m#0
Do = (2.28)
0 if m =

Con (:2)* if n70
Eon = (2.29)
0 ifn=20

Conm (22)? ()7 i m£0, n#£0
Frp = (2.30)
0 otherwise
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Using the identity
1
sin(fy)sin(fy) = §(COS(91 — 6y) — cos(0; + 65)) (2.31)

the first summation

3 D [sin (2292) i (790 fsn (2294 —sin (229)]  (2:32)

m=0

can be re-written as a sum of eight terms in the form

:I:% f: D, ocos <M) (2.33)

m=0 a

where: = 1,2 andj = 3, 4.

To utilize the DCT, we first discretize the source and fielchp&intoM equal
divisions along the: direction and/N equal divisions along thg direction and form
the grids. Then we truncate the summation in equation (288)dex ). As will
be discussed later, the indicés and N are determined by the considerations of both
the resolution of thermal analysis and the convergenceeofateen function. If we
assume that all the vertices of the field and source regiabeated on grid points,

e, % = % % = % wherek; andk; are integers, and<k, <M, 0<k;<M, then
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equation (2.33) becomes

M
1 mm(k;£k;)
+— D — 2.34
5 ,;::0 m0COS ( U ) (2.34)
Let
(
kithk; if 0<k+£k;<M
k=19 —(k+k;) if ki+k; <0 (2.35)
\

then0<k<M and equation (2.34) can be re-written as
M
1 mwk
:l:§ mE:O Dm(]COS (7) (236)

This is precisely one term in the type-I DCT of the sequebgg, and the DCT se-
quence can be computed efficiently using the FFDi{/log())) time [OSB99].
After the DCT sequence is obtained, it can be stored in a vecid used many times
in future temperature calculations. As a result, the comtpart of summation (2.32)
is reduced to eight look-ups in the DCT vector in constanetand then adding up the
look-up results. Similarly, the summation involviig,, in equation (2.27) can also be
obtained efficiently using the DCT and table look-ups.

The double summation in equation (2.27) can be re-writtemsasn of 64 terms in
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the form
1 2 = mm(a;£a;) nm(b,£b,)
1 m§:j n§_ ' Fpncos (T) co8 (T (2.37)

where: = 1,2, 5 = 3,4, p = 1,2, andq = 3, 4. Using a similar approach, equation

(2.37) can be cast into
1 LY mwk nwl
:*:Z Z Z anCOS (7) COS <W) (238)

where0<it<M and0<I<N. This is one term in the 2-D type-I DCT of the matrix
F,n. The 2-D DCT matrix can be computed using the FFD{M - N) x log(M-N))
time, and after the 2-D DCT table is obtained, the double sation reduces to 64
table look-ups in constant time and then adding up the Iqpkesults.

Note that when multiple heat sources are present, theicteftan the average tem-
perature rise abovg, in the field region, i.e., the integral term in equation (3,2%n
be summed up to obtain the total average temperature rise.

The selection of the discretization paramet&fsand N deserves some more con-
siderations. Assume that the minimum feature size along: thedy directions that

must be resolved are,,;, andy,,.,, respectively, thed/ and N must satisfy

(2.39)
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whereM, and N, represent the minimum values &f and N from resolution consid-
erations. However, sincg/ and N are also the truncation points of the summations
in equation (2.27), they must be large enough to ensure tineogence of the sum-
mations. As pointed out in [Gha], the summations convergeerstowly asz,,,;, and
Ymin DECOME smaller relative to the chip dimensierendb. Thus, the actual values
of M and N cannot be determined merely based/dp and N,. Let M. and N, be
the minimum values ol > M, and N> N, such that the convergence is achieved in
(2.27). In our implementation}/. and N, are determined as follows. We consider
nine representative regions on each of the source and fetgplas shown in Fig. 2.4.
Each region has dimensionsof,;, X Y. We first setM,. = M, and N, = N,.. Then
we increasé\/, and N, gradually until the convergence of the summations in (2i27)
achieved for all of the possible locations of the source agld fiegions provided the
source region coincides with one of the nine representediyi®ns on the source plane
while the field region coincides with one of the nine repréative regions on the field
plane. Finally, to assist the utilization of the FFT in the D€ mputations) and
N are chosen to be integers that are powers of 2 and are no sthalte\/. and N,
respectively.

Compared with the classical Green function method, theradge of our algo-
rithm is that it replaces the expensive double summatiorie@rexpressions involv-

ing the Green function by the inexpensive summations of arfembers in the pre-
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Figure 2.4: The locations of the nine representative reg@mnthe source plane. Each
region has dimensions af,,;,, Xv..i:,. One region is located at the center of the plane,
one is at the mid-point of each edge, and one is at each c@meitarly, we have nine
representative regions on the field plane.

calculated look-up table and vectors. The look-up tablevaatbrs only depend on the
chip dimensions and the physical properties of the sulestoat are independent of the
layout and power distribution. Hence, the look-up table @exctors can be calculated
once and then used many times in thermal-aware physicamgsvhich significantly

reduces the amortized cost of obtaining the table and \@&a&ad improves the overall

efficiency of the algorithm.

2.3.2 Algorithm II: Full-chip thermal simulation using the spec-
tral domain computations

Algorithm | gained its efficiency from the faster evaluasoof the expressions

involving the Green function. Asymptotically, howeverdtstill an expensive method
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for simulations involving a large number of heat sourcesfaid regions because the
effects of the heat sources on the field regions are calcliata pair-wise fashion.
The second algorithm we present in this section targetschup) thermal simulations
with large problem sizes. It uses spectral domain analgsreduce the asymptotic
time complexity of calculating the on-chip temperatureribsition. In the following
analysis, we focus on the effect of one source plane on thpdrature distribution in
the field plane. When multiple source planes are present, éffects can be easily
summed up to obtain the final solution.

Since the convolution integral in (2.25) can be considesetha governing equa-
tion of a linear system determined by the Green functitin, y, 2/, v'), we can use
spectral domain analysis to accelerate the computationssponding to the convolu-
tion integral.

The first step of our algorithm is to obtain the spectral domnepresentation of the

power density map in the form

Py y) =D ayei(ay) (2.40)
i=0 j=0
where
¢ij(z,y) = cos (@) cos (ﬂ) (2.41)
a b
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It is easy to show thap;;(z, y) satisfies the equation
a b
Njoo) = [ dt [y Gay oo (a' ) (2.42)
0 0
where

abCy;  ifi=j=0

Aij = LabCy; if i =0, j#0 0riz£0,5 = 0 (2.43)

is the response of the linear system to the spectral componeén, y) [CCS99]. After

the spectral domain representation of the power densityilalision in the source plane

is obtained, the temperature distribution in the field pleawe be calculated easily by

T(x,y) =T, + Z Z Aij@ijij (T, Y) (2.44)

i=0 j=0

As will be shown next, both the spectral decomposition id@2.and the double-
summation in (2.44) can be calculated efficiently using tl&rtand IDCT through
the FFT.

Now we assume that the source plane is divided itx IV, rectangular grid cells
of equal size as shown in Fig. 2.5, and the power density in gad cell on the source

plane is uniform, i.e., the power density distribution canwritten in the piece-wise
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Figure 2.5: The arrangement of thé, x N, grid cells on the source plane.

constant form

Ms—1 Ns—1

Pd(xlvy/) = Z Z Pmn@(x/ - (m + %)A‘T& y, - (n + %)Ays) (245)

where

1 if |2/|<iAz, and|y/|<iAy,
o, y) = (2.46)

0 otherwise

andAzx, = -, Ay, =

7 Ni P,... is the power density of thexn'® grid cell.

Note that if the piece-wise constant power density map igivettly given in the
form of (2.45), it can be conveniently derived from the latygeiometries and the power
generated by each circuit component. Assume that the layfoesich component is

within a rectangular-shaped region as shown in Fig. 2.6 tla@degion corresponding

to thei® component’; is defined byr? < z < 2f andy? < y < y!. The range of
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Figure 2.6: Calculating the power density map from the giagout geometries and
the power generated by each circuit component.

the indicesn andn of the grid cells that th&" component overlaps is given by

L R
(A < < (A
LAxSJ =M= LAxSJ
B T
Yi Yi
<n<|= .
2y <n< |2 247

Assume that the total power generated by #hecomponent is given by’?, then its
contribution to the power density of then!” grid cell that overlaps with it is

S L1
(aff —aF)(yl —yP) Az Ay,

2

§pP: =Pl x

2

(2.48)

whereS! s the overlap area of the rectangle corresponding té'thr@mponent and
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themn!" rectangular-shaped grid cell, and it can be calculatedristemt time. There-
fore, obtaining the piece-wise constant power density map the layout geometries
and the power generated by each circuit component has oimlgar time complexity
with respect to the number of components in the circuit, &gdn be usually ignored
compared with the costs of other calculations involved anttitermal simulation.
Substituting (2.45) into (2.40) and using the orthogogglitoperty of the cosine

functions in the integral sense, we obtain

(2 1 iT(2n + 1
A5 = Aij PmnCOS (%) COS (%) (249)
m=0 n=0 $ s
where )
—M:NS ifi=7=0
44sin<”> if i£0,j = 0
Aij _ iNgT 2M (250)
riimsin (42) it i = 0, j0
5ysin (5 ) sin (37) if 20, j40

\

Note that to accurately represent the power density digidb P,(z’,y’) using
(2.40), the theoretical upper limit of the double summasbauld be infinity. In prac-
tical implementations, however, the summation must bectted to ensure a reason-
able runtime. Since (2.40) is essentially the Fourier egjmmof P;(z’, '), a natural

criterion for determining the truncation point is that egbu‘energy” contained in
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Py(2',4y") is covered by the truncated Fourier expansion. Mathenitieae have

/dx/dy'Pd 2y —abZZsU ag; (2.51)

=0 7=0

where )
1 ifi=j=0
Sij =4 % ifi=0,j£00ri#0,5 =0 (2.52)
\ Lif 450, j#0

Substituting (2.45) into the left hand side of (2.51), weanit

MlN S . Pr%m = Z Z Sija?j (253)

S5 0 n=0 =0 j=0

which can be considered as a form of the Parseval’s theordma.trlincation points

M’ and N’ are then determined by

M Ms—1 Ns—1
zzmﬂ(sz) @254
0 0

m=0 n=0

wheren is the proportion of the “energy” of the space domain sighdl:’, y’) that
must be covered by the truncated Fourier expansion. Inipeactre found that set-
ting n to 90% will usually be enough to obtain very accurate resuoltemperature

calculations.
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We emphasize here that (2.54) does not imply that only aidmact), of the to-
tal power generated by the heat sources is included in tmedtad expansion. In
reality, the total power is completely contained in the D@nef expansion (2.40),
and (2.54) only describes how accurately we are approxngétieexactshape of the
space domain signal, i.e2,;(2’,y’). A smallern implies that more components with
high spectral numbers iR,(2’, y') are ignored, or equivalently, mozero meamoises
with high spectral numbers are added to the approximatimgepdistribution. Since
the temperature distribution is calculated using (2.25) #e convolution with the
Green function has a low-pass filtering effectjoes not have to be extremely close to
1 in order to calculate the temperature accurately. We alst put that althoughy is
set to a constant number, the truncation poivitsand N’ are not determined priori
in our algorithm. Instead, they depend Bi(z’, 3') according to (2.54). Our strategy
of determining the truncation points is to first dt = M, and N’ = N,. If (2.54)
is not satisfied, then we increadé’ to 20/, and N’ to 2N,. The summation limits
M’ and N’ continue to increase with steps bf, and N, until (2.54) is satisfied. The
importance of determining the truncation points dynanhydahsed on the input data
will become more obvious as the size of the problem increases

Note that for0<i<M, and0<j< N, the double summation in (2.49) can be con-
sidered as a term in the 2D type-1l DCT [OSB99] of the powersitgrmatrix P. For

1>M, or 7> N,, we can always find integers ands, such thati = 25, M,+: and
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j = 2s,N,+j where0<i< M, and0<j<N,'. Hence, for any and;j, we always have
(2.55)

where

Ms—1 Ng—1 A ~
~ % im(2m + 1) Jm(2n+1)
P = P, _ T 2.
" i COS ( 2L ) cos ( N, (2.56)

m=0 n=0
with 0<i<M, and0<j<N, is the 2D type-ll DCT of theP matrix and the sign of
(2.55) is determined by whethey ands, are even or odd numbers [CCS99]. Equation
(2.56) can be calculated efficiently using the 2D FFTUQ(M,-N;) xlog(Ms-Ns))
time. After the 2D DCT matrix? is obtained, the calculation af; simply involves
computing the coefficiend,;; and finding the corresponding terl’%g..
From (2.41), (2.44), and (2.54), the temperature distidout'(x, y) can now be

written as

M'—1N'—1 . .
iTx jry
T =T, + Aij i — 2.57
(z,y) E E 0§ COS ( - ) cos ( ; ) ( )

i=0 ;=0
If we assume that the temperature field plane is divided ddfox N rectangular grid

cells of equal size, then the average temperature ofith’é grid cell can be obtained

Lif i equals an odd multiple d¥/,, we will not be able to writé asi = 251 M4+i. However, for this
kind of 4, it can be easily shown that; = 0 becauseos (%) = 0. Similarly, we know that
a;; = 0if j equals an odd multiple a¥.
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1 (m-‘rl)A:Ef (n+1)Ayf ( )
Ton = 7/ dx/ dyT(z,y
Afoyf mAmf Ayf
—1N'— .
m(2m +1) Jr(2n +1)
=T,+ Z Z Bijcos ( Wi ) cos <T (2.58)
=0 75=0 f f
whereAz; = Ayf = and
2nijai isin (55 if i£0,j = 0
Bij - Y 2Mf (259)

2nijaitsin (55 if i = 0, j0

ANija;; MiNssin ( [f> sin (;wa) if i£0, 7740

2

Tijm?

Similar to the analysis shown previously, aiw{; andj>N; can be written as =
2s3M ;=i andj = 2s4N;=+j such thab<i< My, 0<j< Ny, andss ands, are integers.

Using the periodicity of the cosine function, we can finalfstT;,,,, into the form

R x(2m + 1) in(2n +1)
m g (2n
T =T, + Z Z L 5c0s ( o0, )cos (72]\@ ) (2.60)

20 ]0
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where

Buo ifi=7=0
> .., *Ba if 1£0,7 = 0
i =253 Mypti
Ly = 3 (2.61)
Z J<n :l:Boj if ¢ = 0,]#0
J :254Nf:l:;
> . X, =By ff i#0, j7#0
i = 2s3Mj+i j=2saNstj

and the signs of thé’s in (2.61) are determined by whethey and s, are even or
odd numbers. After the matrik is obtained, the double summation in (2.60) can be
calculated efficiently using the 2D IDCT.

The complete thermal simulation algorithm using the Gresrction method, the
DCT, and the spectral domain computations is shown in Fiy. The asymptotic time
complexity of the algorithm i€ (N, xlog(Nys)) + O(N, s xlog(N,s)) whereN,, =
M;- Ny is the total number of grid cells in the power density map, &g = M;-N; is
the total number of grid cells in the resulting temperatudile. This is a significant
improvement over thé& (NN, ;) complexity of Algorithm | for full-chip thermal

simulations.
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Input:
» Chip geometry and physical properties of the materialidaye
* Power density map - matrik.

Output: Temperature distribution map - mat¥ix
Algorithm:

1. Calculate the Green function coefficients's;

2. Calculate the spectral responses of the sysigfs

3. Calculate the type-lIl 2D DCT of the power density matfix =
2DDCT(P);

Ms— Ng— .
4. TSE = 75 S Sy P2

5. M'=M,, N =N,
ASE = ZN[ IZ—O Sij zg’
while( ASE < nxTSE)
M =M + Mg, N = N+ Ng;
UpdateASE;
end while

6. Calculate the matriX;

7. Calculate the temperature distribution map using the-ty2D IDCT
T =T, + 2DIDCT(L);

Figure 2.7: Thermal simulation algorithm using the Greamcfion method, the DCT,
and the spectral domain computations.

2.3.3 Algorithm IlI: Thermal simulation with local high acc uracy
requirements
Although Algorithm Il can achieve @ (N, xlog(N,s)) + O (N, s xlog(N,)) time

complexity as opposed to@(N,;-N, ;) complexity of Algorithm | for full-chip ther-
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mal simulations, Algorithm 1 is still more efficient for periming the localized analy-
sis, where the effects of a few critical circuit blocks on temperature distribution in
a few key field regions are of interest. This is because toyaplgjorithm Il, we must
always superimpose regular grids over the entire sourcéielddolanes and calculate
the complete temperature profile from the complete powesitiedistribution. The
size of each grid cell must be comparable with that of thelogi®m requirement of the
calculation, and the total number of grid cells determiiesgroblem size. Therefore,
although Algorithm Il has a smaller asymptotic time comgeihan Algorithm | for
full-chip thermal simulations, it may also require the fadiation of a problem with
much larger size than Algorithm I if only some localized tesrgiure calculations are
required by circuit designers.

We will face an even more difficult decision concerning wieetAlgorithm | or
Algorithm 1l should be used when a circuit designer has diffé requirements on the
accuracy of the thermal simulation over different partshef $ame chip. For example,
in mixed signal designs where analog circuits are fabricatethe same chip as digital
circuits, the analog blocks often have more stringent amyurequirements on the
thermal simulation because the operations of the analagitsrare more sensitive
to temperature. If the full-chip temperature profile is need, then Algorithm | will
be too slow to use. However, in order to use Algorithm II, tize ©f each grid cell

must be small enough so that the high accuracy requiremétiie analog blocks are
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satisfied. This may result in very dense grids and a largel@mobize. For these kinds
of problems, a better strategy can be adopted to acceleratartime of the algorithm
further by combining the advantages of both Algorithm | and he key idea is to use
coarse grids to divide the source and field planes where eatltell in the source
plane can contain several logic gates or analog functiomié$,uand the size of each
grid cell in the field plane satisfies the accuracy requirdmenhthe digital circuits.
The power density of each grid cell in the source plane isutaled by summing up
the power dissipations of all the logic gates and analogtfonal units located in
it and dividing the sum by the area of the grid cell. A coarsegerature map for
the field plane is then obtained from the coarse power densay using Algorithm
Il and is used for the digital blocks. Finally, for each ampfanctional unit on the
field plane whose temperature is to be calculated more aetyrave use Algorithm

| to compute the contributions to its temperature rise fromnearby logic gates and
analog function units on the source plane, and use thisttestbrrect the temperature
obtained by Algorithm Il over the coarse grid cell. To sinfplihe presentation, we
assume in the following analysis that the source plane atesowith the field plane
and both of them are divided intd x /V coarse grid cells. However, this assumption
is not essential to the algorithm and it can be relaxed essiandle multiple source
and field planes such as that in the emerging three-dimeaidiGriechnologies.

Fig. 2.8 shows a chip that is divided infd x N coarse grid cells each of which
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Figure 2.8: A mixed signal chip where the analog block hakdligequirement on the
accuracy of thermal simulations. The logic gates and antlogtional units within
the dashed line constitute the §&tA).

contains several logic gates or analog functional unitd Jeithe shaded area represent
the analog block. An/ x N temperature map is first obtained. The inaccuracies in
the temperature calculations, besides that due to thedtimmoof the spectral domain

representation of the power density map, will come from taarses which include

» Assuming that the power density in each grid cell is uniform

» Only the average temperature of each grid cell is calcd)ate., all of the logic
gates and analog functional units inside the same grid beédlio the same cal-

culated temperature.

Now assume that we need to calculate the temperature of #legafunctional unit
A located in thej*" grid cell and represented by the black rectangle more atyra
Let 7;; be the average temperature of thé& grid cell obtained using Algorithm II,
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and letT;; s be the contribution to the average temperature rise of ttegrid cell
from the logic gate or analog functional ugitassuming that the power generated by
S is uniformly distributed in the grid cell in which it resideBenote the more accurate
average temperature of the analog functional unity 73«“"**, and IetT;{fg“mt“" be
the accurate contribution to the temperature riseldfom the logic gate or analog

functional unitS. The temperatur@§j* ¢ can be obtained by

Tchumte :ﬂj_ Z ﬂj,5+ Z TX’cgumte (262)
SeC(A) SeC(4)

whereC'(A), which will be called the interaction set of in the following analysis,

is the set of logic gates and analog functional units thatpémesically close toA,

and hence, whose contributions to the temperature risé ofust be re-calculated
accurately. The size @f'(A) is determined by the actual accuracy requirement on the
temperature ofi, and a higher accuracy requirement is usually associat&ciarger
C(A). BothT}; ¢ andT 6" can be calculated efficiently using Algorithm I, and the
overall efficiency of the combined algorithm is higher thlattof Algorithm Il applied
with a fine grid over the entire chip that satisfies the highueacy requirements of the

analog functional units.
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2.3.4 Time complexity analysis

We summarize the time complexities of the three algorithmibiis section. Note
that the calculations involved in each of the algorithms lsamlivided into two parts,
i.e., those only depend on the chip geometry and the phygioglerties of the chip
materials, and those depend on the input power densityllison. The computation
steps that only involve the chip geometry and material pitoggecan be performed in
the pre-characterization phase of the design, and theiltsesan be stored for further
uses. Therefore, the amortized costs of these steps argyustizer low in the overall
physical design process, where the optimization routireeetes the thermal simula-
tion many times. The steps that involve the input power dgmsstribution, however,
must be executed within the optimization routine in phylsilesigns. Hence, they usu-
ally dominate the overall runtime of the thermal-aware pdgigiesign algorithms such
as the thermal-aware floorplanning and placement. Thelestatent of the look-up
table and vectors in Algorithm | and the calculation of theapal responses of the
linear system in Algorithm Il can both be performed in the-pharacterization phase,
and in the following analysis, we will ignore the costs ofgbesteps and only focus
on the time complexity of the calculations that depend onitipait power density
distribution.

For the input-power-dependent steps in thermal simulafidlgorithm | has a time

complexity ofO(N;x N ), whereN; and; are the number of heat sources and field
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regions, respectively. Algorithm Il always works with fudhip power density distribu-
tion and generates the complete on-chip temperature prtfti@s a time complexity
of O(Nysxlog(Nys)) + O(Nyrxlog(N,r)) whereN,, = M;-N; is the total number
of grid cells in the input power density map, ang; = M;-N; is the total number
of grid cells in the obtained temperature profile. HeYg, and N, are the number of
grid divisions along the andy directions on the source plane, ahf} and N, are the
number of grid divisions along theandy directions on the field plane. It is obvious
that Algorithm Il is better than Algorithm [ for full-chip teperature profiling, because
the latter has a time complexity 6f(\V,s-N,¢). For the localized analysis where only
a few source and field regions are involved, however, Algarit can often perform
better becausd/,, and.\V,; are determined by the highest resolution requirement of
the analysis, and/; and\V; are usually much smaller thaxi,, and.\V,; for this type
of problems.

To compare Algorithm Il and Algorithm IIl, we assume thatrdareN,,.; logic
gates and analog functional units in the design. Using Allgor Il directly with a
grid size comparable to the smallest size of the gates araifunal units will result
in a time complexity ofO(N;ytq x10g(Niora)). For Algorithm 111, a coarse grid is
first used in the calculation. If we assume that each coaidegh containsk” gates

and functional units, then the time it takes to obtain thes®séemperature profile is

O (Mrerat  Jog(Neetal ). Nowy, if the accurate temperature correction is to be peréat
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over all of the gates and functional units, then an additianat of O(N;y-K') is
required wherd{" is the size of the interaction set of each gate or functiond| and
the total cost become8 (N . ¥ (%log(%) + K')). Note that theD (N, K')
term in the complexity analysis involves a relatively lagge-factor due to the 80
look-ups needed to calculate the correction corresponirggpair of gates or func-
tional units. Hence, the actual runtime of Algorithm Il iften longer than that of
Algorithm Il when the accurate temperature correction iv¢operformed over all
of the gates and functional units. However, as pointed oewipusly, it frequently
happens in real design environments that the temperaturection is only required

for a small portion of the circuit. Therefore, the total costAlgorithm 11l becomes

O(N’}ogal xlog(N';g“’) + N.-K'), where\. is the number of gates and functional units
that require temperature corrections, and Algorithm litdrees more efficient than

Algorithm 1l under this situation.

2.4 Experimental Results

In this section, we present in detail the performance ofhinegt algorithms, which
are implemented in C++ and compiled using the level 3 opttion of g++. The
experiments are performed on a desktop with a 3.2GHz Intaitfa-4 CPU running

the Red Hat Linux 8.0 operating system. We first compare thealteeobtained from
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Algorithm I with that from a commercial computational fluigrtamic (CFD) software
package and that from the direct application of the Greentfan method in terms of
accuracy and efficiency. Then we use Algorithm | as our bagbaddo characterize
the performance of the other two algorithms.

The commercial CFD software package uses a finite volumeappmwhich meshes
the entire substrate. Because of the discretized natuteeahethod, meshing errors
are unavoidable. In order to control the meshing errorsenstill complete the com-
putation within a reasonable amount of time, we start witblatively rough mesh and
continue refining it and re-running the simulation until theaximum error converges
to around 1%. By doing this, we ensure that the result pradilgethe CFD soft-
ware itself is accurate, and therefore it can be used as & wgtierion to evaluate the

accuracy of our algorithms.

2.4.1 Accuracy and efficiency of Algorithm |

Fig. 2.9(a) shows the top surface of a silicon chip with disiens of2mmx2mm
x0.5mm. The area is divided int®x8 equal square sections, and five power sources
are placed in the corresponding sections as shown in theefidure thermal conduc-
tivity % of silicon is 148W/(m-°C), and the effective heat transfer coefficiénvf the
bottom surface of the chip is chosen to760W/(m?-°C), which is consistent with the

value used in [CRT98]. The strength of the five power sources@pg P, Ps, Py, Ps)
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Figure 2.9: Accuracy of Algorithm | (a) power source locaso(b) computed tem-
perature distribution abové, using the proposed algorithm (c) relative error of the

proposed algorithm compared with the result from a comrmae@#D software pack-
age.

=(0.2w, 0.1W, 1W, 0.1W, 0.2W).
Fig. 2.9(b) shows the top surface temperature map obtaised) Wlgorithm |,
whereT — T, is the temperature rise above the ambient. In obtainingdhpéra-

ture map, the top surface of the chip was divided thte 64 small square regions with
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equal size and the average temperature in each small sgg@va was computed. The
parameters/ and N were both set to 64, the minimum required values from resolu-
tion considerations, because the convergence of the Gueetidn has already been
achieved withM = N = 64. Fig. 2.9(c) shows the relative error in the temperature
map compared with the computation result obtained from angeroial CFD software
package for thermal analysis. We can see clearly that tloe &rbelow1%, which
demonstrates the accuracy of our method.

We next compare the efficiency of Algorithm | with that of thieedt application
of the Green function method to compute the temperaturaglaision. We still use the
same chip dimensions and physical properties as in thequswxample. However,
only one power source is used this time to make the presenteliearer. The power
source occupies a square region with dimensioq%cmﬁm X %Smm at the exact center
of the chip. The strength of the power sourc®js= 50mW. The average temperature
aboveT, of the source region itself is computed. The parametérand NV are both
chosen to be 512 in our algorithm from convergence congidesafor the Green
function, i.e., we require the truncation error to be withi. The infinite summations
in the Green function are more difficult to converge in thiample because the sizes
of the source and field regions relative to the chip dimersare smaller than those in

the previous example.

Using Algorithm I, the average temperature of the sourcéregself aboveT,
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Figure 2.10: Accuracy and computation time of the directliappon of the Green

function method (a) relative error ifi — T, versus truncation point (b) runtime versus
truncation point.

is found to be 11.537°C. The total computation time usinggreecalculated look-
up table and vectors is only.5 x 10~*msec. As a comparison, we also computed
the average temperature abdieof the source region using equation (2.27) directly,
which corresponds to the direct application of the Greewtion method. In the direct
method, it is unnecessary to consider the resolution isscause equation (2.27) does
not require the vertice§y;, b;) of the source and field regions to coincide with some
grid points. So the parameters and/N are completely determined by the convergence
consideration. Since the chip is square, weldet N in our analysis.

Fig. 2.10 shows the relative error and the correspondingmenof the direct
method. We can observe from the figure that even fo¥iaelative error inl" — T,

the truncation point must be higher than 160. The runtiméiatttuncation point is
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19msec, which is four orders of magnitude slower than our algorj and the accuracy

of our algorithm is much higher.

2.4.2 Comparison between Algorithm | and Algorithm I

Now, we compare the efficiency and accuracy of Algorithm | #nasing a real
chip example. Fig 2.11(a) shows a floorplan from [LHL], whislsimilar to that of the
DEC Alpha 21264 processor but is scaled from3b@nm to thes5nm technology. The
scaled chip dimensions aBe3mm x3.3mm x0.506mm, and we assume that the chip
has the same physical properties as those used in the psexamples except that a
layer representing the interconnects is inserted betweemsulating top surface and
the substrate as shown in Fig 2.11(b). The added layer isreessto have a thickness
of 6um and an effective thermal conductivity d1W/(m-°C), which corresponds to
a mixing of25% copper, which has a thermal conductivity4ofl W/(m-°C), and75%
oxide, which has a thermal conductivity ®%/(m-°C). In real designs, the effective
thermal conductivity of the interconnect layer can be eated by taking the weighted
average of the thermal conductivities of interconnect inata oxide based on the
designers’ experiences on the interconnect densitiesevfqars desigrfs We further

assume that the power is generated by the modules locategliatérface between the

2For early stages of physical design where the detailedrimdition about routing is usually unavail-
able, it is reasonable to use a uniform effective thermatlootivity to characterize the thermal property
of each interconnect layer.
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interconnect layer and the substrate, and the temperatfikef this interface where
the modules are located is calculated. Fig. 2.11(c) shoepohwver density distribu-
tion of the modules iV /cm?. We divided the module layer intet x 64 small square
regions with equal size and computed the temperature mapg Agjorithm | and 11,
which are shown in Fig. 2.11(d) and (e). Fig. 2.11(f) shovesdiiference between the
temperature maps obtained using the two algorithms, andawesee that the results
match each other very well. From the figures, we can also vbsbat the temper-
ature maps are much smoother than the power density map.cdhibe explained
by the relatively high thermal conductivity of the siliconbstrate and the horizontal
heat transfer [SSHV03]. For the CPU times required to oltagntemperature maps,
Algorithm | uses 3@nsec after the look-up table and vectors have been pre-atécll
while Algorithm Il only uses lfhsec after the spectral responses of the linear system
determined by the underlying Green function have been plailated. Note that the
runtime of Algorithm | is linear with respect to the numberhefat sources and there
are only 14 heat sources in the example shown here. For eelffidl-chip simulations
where the number of heat sources is significantly largerativantages of Algorithm
Il will become even more obvious. Therefore, we conclude gigorithm Il is more
suitable for full-chip temperature profiling, where a largenber of heat sources and
field regions are involved.

To further demonstrate the efficiency of Algorithm Il in fdhip thermal simu-
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lations, we tested a chip with dimensions of xhtmx0.5mm and has the same
physical properties as the chips used in Section 2.4.1. eTéler 10241024 square
grid cells of equal size located on the top surface of the ahgpba 10241024 temper-
ature distribution map of the cell layer is calculated. Rd.2 shows the input power
density map and the resulting temperature map. The tim&estto obtain this tem-
perature map containing 1.05M grid cells is only 3.7secjushng the time for the

pre-calculations, while the runtime of Algorithm | becomeisactable.

2.4.3 Effectiveness of Algorithm Ill

Finally, we show an example of thermal simulation with lobajh accuracy re-
quirement. We consider a chip that contains38coarse grid cells each of which has
dimensions of 3.3mm3.3mm, as shown in Fig. 2.13(a). The chip has the same ma-
terial properties as the ones used in Section 2.4.1. We emhieeldyout and power
density distribution shown in Fig. 2.11(a) and (c) in therseagrid cell located at the
lower left corner of the chip, which we denote 6Y-C' (0, 0) in the following analysis,
and the power density of each of the other 63 coarse grid iselemdomly generated
between 0 and 100wt 2. Suppose that we want to obtain a8 coarse temper-
ature map over the 64 coarse grid cells and a®4 fine temperature map within
CGC(0,0). We compare two simulation schemes. In the first scheme,ridigo I

alone is used. In order to achieve the accuracy requirenfahedine temperature
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map withinCGC'(0, 0), we have to divide each of the 64 coarse grid cells inte &4
fine cells, which results in a total of 5¥512 fine cells over the entire chip. The time
it takes to complete this simulation is 8&8ec. In the second simulation scheme, we
first obtain a &8 coarse temperature map from the@coarse power density map
assuming that the power density within each coarse gridseatiform. The average
temperature o€GC(0,0) is found to be 79.4°C, while we know from the first sim-
ulation scheme that the actual temperature withi&C'(0,0) can vary from 71.2°C
to 84.9°C. Next, we use a correction step as described inoBe213.3 to obtain the
fine temperature map withidt GC'(0, 0). The overall runtime of the second simulation
scheme for obtaining both the coarse and the fine tempenataps is only 76sec,
which is an order of magnitude faster than the direct apgtinaof Algorithm Il with

a fine grid over the entire chip. In Fig. 2.13(b) and (c), wevslige fine temperature
map withinCGC'(0, 0) achieved after the correction step and the relative error-co
pared with the result obtained using the first simulatioresoh. We can see that the
maximum relative error is only about 1.3%. This demonsgr#tat using Algorithm
lIl with a coarse grid and the correction scheme can inde&dkee a local accuracy
comparable to that obtained by Algorithm Il with a fine griceothe entire chip, while

the overall runtime is significantly reduced.
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2.5 Summary

In this chapter, we presented three highly accurate thesmallation algorithms
based on the Green function method and analyzed in detaitthtve advantages of
each of the algorithms. Algorithm | combines the DCT and #ixet look-up technique
to significantly reduce the time required for each evalumbtd the Green function,
and it is suitable for efficiently performing the localizedadysis, where the effects
of a few critical circuit blocks on the temperature disttibas in a few field regions
are sought. Algorithm Il is based on the spectral domainyaml and it takes ad-
vantage of the high efficiency of the FFT algorithm in tramsfmg signals between
the space and spectral domains. For full-chip thermal stianis, it can achieve an
O(Nysx1og(N,,)) +O(N, s xlog(N, ;) asymptotic time complexity as opposed to the
O(Nys - Nyr) complexity of Algorithm I, whereV,, and A\, are the total number of
grid cells in the source and field planes, respectively. Atgm Il is a combination
of both Algorithm | and Algorithm Il, and it reflects the ide&tbe pre-corrected FFT.
Its key application area is the full-chip thermal simulatisith different accuracy re-
guirements over the same chip, such as in the mixed signigrdesvironments, where
the analog blocks often have more stringent requirementi@accuracy of thermal
simulations over the digital blocks. Experimental ressittew that all three algorithms
can achieve around 1% errors compared with that of a comatemmputational fluid

dynamics software package for thermal analysis, whileas#me time gaining orders
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of magnitude speedups over the classical Green functiohadst
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Figure 2.11: Power and temperature distribution of a realchip (a) floorplan (b)
schematic of the substrate and interconnect layers (c) padistibution (d) tempera-
ture distribution obtained using Algorithm | (e) temperatdistribution obtained using

Algorithm 11 (f) difference in the temperature distributionap obtained using the two
algorithms.
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CGC(0,0) that has higher requirement on thermal simulation (b) teatpes map
within CGC(0,0) calculated using Algorithm Il (c) relative error of Algahnim Iil
compared with Algorithm Il applied with a fine grid over thetiea chip.
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Chapter 3

Efficient Module Assignment for
Pin-Limited Designs under the

Stacked-Vdd Paradigm

3.1 Design Considerations in Stacked-Vdd Circuits

As stated in the introduction, power pins constitute thé&lo@ibll I/O pins, and they
introduce deliberate redundancy in delivering the sameasigalues so as to lower the
IR andL% noise in the power grids. If, by some means, we could redueel¢nsity
of the currents flowing through the power grids, the numbgra¥er pins required to

supply currents to the circuit would also be reduced acogigj and the pin limitation
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bottleneck could see significant relief. In [RSHKO5], a highsion power delivery
scheme was proposed to reduce power grid noise and the effetgctromigration.
In this new circuit paradigm, logic blocks are stacked saMevels high and power
is delivered to the circuit as multiples of the regular sypypbltageV,;. Next, the
delivered high-tension supply voltage is divided into sel/&/dd domains each of
which has a range dfy,;, and circuit blocks are distributed to different Vdd dongain
\oltage regulators are used to control the voltage leveistefnal supply rails.

An example of a two level stacked-Vdd circuit is shown in Bd.. The advantage
of this new circuit structure is that when logic blocks arackedn levels high and
the current requirements between logic blocks operatimtifiarent Vdd domains are
balanced, the current flowing through each external powdngould be reduced t%
of the original value, where the words external power grfdiméo a power grid that is
connected to power pins, i.e};; andGN D rails in ann level stacked-Vdd circuit.
Therefore, the noise and electromigration issues woulddmefisantly alleviated.

Clearly, this circuit structure can be used to reduce thebmrrof power pins re-
quired by a chip because of the reduced current flows in thermedtpower grids. An
important consideration in the design of a stacked-Vddudiris the current balance
between logic blocks operating in different Vdd domainsthd currents are not bal-

anced, the difference will flow through voltage regulatorsis will not only lead to
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Figure 3.1: A schematic of a 2-level stacked-Vdd circuiisture.

unnecessary power wastéut also increase the currents flowing through the external
power grids, and therefore require a larger number of powerip order to maintain
the same level of signal integrity. In Fig. 3.2(a), we showeaample of unbalanced
current flow between modules operating in the two differedtl\domains. It can be
seen that a currenf,y,, — Iy,,| will be wasted in the voltage regulator, whefig;,,
andly,, are the currents flowing through the two circuit blocks, eetjvely. The cur-
rent balance issue has been addressed at the circuit IeN&KiD5] for architectures
that contain parallel structures, where a data controlitincis designed to distribute
the work load at run time so as to reduce the current imbalance

A more subtle issue associated with assigning circuit tddokdifferent Vdd do-

mains is that the current balance must be maintained loc@hg importance of this

1Because the power wasted in a voltage regulator is propaitio the current flowing through it,
we will use the words wasted power and wasted current inéergbably in this chapter.
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point can be clearly seen in Fig. 3.2(b). We assume that Blaokd Block 2 are phys-
ically close to each other in the layout, and the same is udliock 3 and Block 4.
However, Block 1 and 2 are far away from Block 3 and 4. As a tetlu resistance
R associated with the internal power rail between the twospairthe circuit can not
be ignored. Since the nodes mark®¥dand N, are both maintained at voltage level
Vaq by regulators, there will be no current flowing through th&istanceR. If I; = I,
and I3 = I, local current balance is achieved and no power is wastdakeivaltage
regulators since no current flows through them. If, on theotland,/; > I, I3 < 14,
butl; + I3 = I, + 14, then although the currents are still balanced globalketwill
be a current; — I, flowing through Regulator 1 and a currdpt— /5 flowing through
Regulator 2 because there is no current flowing through thisteanceR. Therefore,
some amount of power will be wasted in the regulators undssituation.

Another important issue that has to be considered in theydedia stacked-Vdd
circuit is at which level should the circuit be partitioneda different Vdd domains.
Note that a level shifter is required at the output of a lodack if it is used to drive
another logic block operating in a different Vdd domain. dick logic block corre-
sponds to a cell at placement level, too many level shiftéidrave to be used which
not only leads to a significant overhead in terms of silicaaabut also impairs the
performance of the circuit because of the extra delays chlogéevel shifters. In this

paper, we address the module assignment problem at thelfoaipg level where
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Figure 3.2: Power wasted in voltage regulators (a) if theasus consumed by the logic
blocks operating in the two different Vdd domains are noabeéd, the difference will

flow through voltage regulators and present itself as wasteer (b) current balance
must be maintained locally in order to maximally reduce tbegr waste.

the number of modules is usually not very large. Therefdre,pgerformance degra-
dation and the area waste caused by level shifters can keylaggored. In addition,
unlike [GKO05], we do not impose the restriction that the gitcontains parallel pro-
cessing units. Instead, we utilize the observation thabperations of many modules

on a VLSI chip are correlated, e.g., the modules on a pipeliza path tend to be on
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at the same time.

3.2 Problem Formulation and Module Assignment Al-

gorithm

Because the two level stacked-Vdd circuit provides a goadetff between chip
performance and engineering complexity, it will be the ®ai this work, and the

primary steps of our module assignment algorithm include

» Obtaining a floorplan that contains both regular moduleb\aritage regulators

so that the regulators are distributed relatively unifgradross the chip.

» Using the power simulation results over a set of benchmaognams to char-
acterize the correlation between modules, which is reptedan the form of a

graph.

» Using an iterative approach to perform a max-cut partitignof the graph,
which corresponds to the assignment of modules to the twerdift \Vdd do-

mains.

In what follows, we will provide the details of the flow showbave, and special

emphasis is placed on the partition-based module assigrstegn
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3.2.1 Probhlem formulation

In this section, we assume that a floorplan including bothleegnodules and volt-
age regulators is given, and the primary objective is tayassiodules to different Vdd
domains so as to achieve the maximal current balance. Theagpthat is used to
obtain a floorplan in which the voltage regulators are disted relatively uniformly
across the die will be shown in the next section. The modudgament problem for

a two level stacked-Vdd circuit is formulated as follows:

Given a floorplan including the location and size of each n@dud voltage regula-

tor, the structure of the power grids, a set of current congtiom traces of modules
obtained through simulations over a set of benchmark pnograind the assignment
of modules to the two different Vdd domains so that the tatalgy wasted by voltage

regulators is minimized.

Since the floorplan and the structures of the power grids i@enas the input to
the problem, we could run detailed simulations to obtaintthee of current flow-
ing through each of the voltage regulators, and therefdiulzde the wasted power.
However, one simulation is required for each candidategassent of modules, and
the overall runtime of this scheme becomes exponentialipect to the number of

modules in the layout, which makes it impractical for readiga problems. In what
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follows, we will show how to estimate the current flowing thgh each voltage regula-
tor and how to obtain the assignment of modules by solvingglsigraph partitioning

problem.

3.2.2 Estimation of the current flowing through a regulator and
the formulation of the graph partitioning problem

Note that the tapping points of voltage regulators to thermdl power grid, i.e.,
the connecting points between voltage regulators and/theail, have properties that
are similar to those of power pins. For well designed regutthey provide rather
stable voltage levels &f;,. In [Chi04], it was demonstrated that each module primarily
draws currents from nearby power pins, and the same obsaTan be applied to the
tapping points of voltage regulators. Assume we hawpltage regulators distributed
across the chip. Each regulator is represented by the paags into the/,;, grid. As
shown in Fig. 3.3, we can divide the chip inko regions accordingly such that there
is one regulator in each region and t#eregion contains all the points on chip that
primarily draw(sink) currents from(to) th&" regulator. The division of the chip into
non-overlapping regions can be achieved through meshagrthire die area using a
fine grid and calculating the value of certain metric assediavith each grid cell to
determine which region it belongs to. This metric could b&ahce based, i.e., each

cell belongs to the region that is controlled by the nearelage regulator, or it could
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be based on other criterion determined by our understarafitige power grids and

the accuracy requirements. In our implementation, we ahtmase the Euclidean dis-
tance as the metric, and therefore, the resulting divisfaheochip corresponds to the
Voronoi diagram of the region enclosed by the chip bounddopever, we emphasize
that our algorithm is not tied to the Voronoi diagram becabsemetric calculating part

is an independent function and it can be easily modified taaudiéferent metric.

My
O Ry
J
OR
/ Ms3
O R3 Mo

Tapping Points of Voltage Regulators

Figure 3.3: Partitioning of the chip into disjoint regiorech of which is controlled by
a voltage regulator.

After the chip is partitioned into disjoint regions, we casame that the imbalance
current caused by the modules located in a particular regidy goes through the
regulator in the same region. For example, if modulgsand M, are the only modules
located in the region corresponding to tapping pdiat M; works between theV,
andV,, rails and draws a curredt, M, works between th&;,; andGN D rails and

draws a currenf,, andl; > I,, then a currenf; — I, will flow through the voltage
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regulator tapped at poirRt,. If a module is located at the boundary between multiple
regions, e.g., M3 in Fig. 3.3, it will be decomposed into several sub-moduléh w
one sub-module in each region it overlaps and with the camstihat all sub-modules
must be assigned to the same Vdd domain.

Let us focus on a particular region corresponding to a paero/oltage regulator.
Assume the modules located in this region afe M, ..., M,, where the current
flowing through modulé\/; as a function of time is given byI;(¢). Because voltage
regulators can only respond to the low to mid frequency camepts of the imbal-
ance currents while the high frequency components are lysuahdled by on-chip
decaps, we pre-process the input current traces obtairaabt cycle-accurate power
simulations to smooth out the high frequency componentlarcurrent signals. The
smoothing process is performed by first dividing the entireetsequence of the simu-
lated program into consecutive segments of clock cycleb@assin Fig. 3.4, and then
for each segment, taking the average current consumptieaabf module. Therefore,
I;(t) should be understood as containing only the low to mid fraqueomponents of
the current flowing through modul¥;.

If we associate a 0/1 integer variabhlewith module); defined as

0 if M; operates between ti2é/;; andV, rails

1 if M; operates between thg, andGN D rails
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Figure 3.4: Smoothing the current trace to remove the higipiency components.

the total current flowing through the voltage regulator muett, which is proportional

to the instantaneous power wasted in the same regulatbhenapproximated by

n

> L(t)(1 - 2a)

1=1

(3.2)

The objective is to minimize the average wasted curigiit). It is easy to see that
this is a NP-complete 0/1 integer linear programming (ILR)gtem that can only be

solved using heuristics. In our work, instead of minimizigt), we minimizel(t)?,

which can be written as

Tr(1)E = (Z L(t) - (1 - 2xi)> = (Z L(t)) ~43 " TIOLE) (i + @5 — 2wim))

1<j
(3.3)
When going from the first to the second step in equation (3v8)used the equality

r? = z; whenz; is a 0/1 integer variable. It is easy to see from (3.3) that ituinmize
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Ir(t)? is equivalent to maximize

i<j

and
The intuition behind (3.4) and (3.5) is that if modules and M, are in different Vdd
domains, a positive term(¢);(¢) will appear in summation (3.4), but not otherwise.

Based on this observation, the problem of maximizthop (3.4) can be cast into the

following equivalent graph partitioning problem.

Given a weighted grapty = (V, E, W) whereV = {V;,V,,...,V,,}, E = {(V;, V)|
Vi, V; € V}, and the weight sét/ = {w(V;,V;) = L;(¢t)1;(t)|Vi, V; € V'}, find a two
way partitioning of the graph so that the total cut of the exlgessing the patrtition is

maximized.

Up to this point, we have been considering one of falisjoint regions over
the chip and the modules that are completely located withi igraph partitioning
problem is formulated to assign modules to the two diffendddd domains so as to

minimize the power wasted in the voltage regulator coritrglthe region. For the
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entire chip, a similar graph partitioning problem can benfolated where nod#;

in the graph corresponds to modulé in the layout. The only difference from the
problem formulation shown above is in calculating the weigheach edge in the
graph. LetS; represent the area of ti#é¢ module, and denote the overlap area between
thei'™ modules and thé" region over the chip by;.. The weight of edgéV;, V;) is

calculated by
K

w(Vi, V;) = (Z

k=1

S;?) L) (3.6)
The intuition behind (3.6) is that for any pair of modules|yotine portions that are
located in the same region over the chip count toward theutzlon of the correla-
tion between them. A further implication of (3.6) is that ibdulesA/; and M; are
completely separated into two disjoint regions, the weigfit;, V;) will be zero, and
therefore, the corresponding edge can be removed from#pdgn Fig. 3.5, we show
the resulting graph corresponding to a chip that contairsrfiedules and is divided
into two regions. The circles markdgl, and R, represent the tapping points of volt-
age regulators to thg,, rail. Note that there is no edge connecting nodeand V5
because modulel/, and M; are completely separated into two disjoint regions con-
trolled by two individual voltage regulators. Similarlidre is no edge between nodes
V3 andV;s. For the modules that overlap with the boundary betweenvtbe¢gions,

i.e., M, and M,, we assume that portion of M/; and portion of M, are located in

the region controlled by voltage regulatBs, and correspondingly, — o portion of
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moduleM; and1 — ( portion of moduleM, are located in the region controlled by
voltage regulato,. According to (3.6), the weights of edgég;, V,) and (V;, V})
are calculated by

w(V1, Va) = ali(t)I>(t) (3.7)

and

w(Vi,Va) = [af + (1 = a)(1 = B)] L (8)15(1) (3.8)

respectively.

Wi
My M
Mo v
\% 5
O Rl O R2 2
Ms My
V3 Vy

Figure 3.5: An example of graph construction. Modidgin the layout corresponds
to nodeV; in the graph.

3.2.3 Graph partitioning heuristic

A two step heuristic is used to partition the node set of tlalgiinto two sub-sets
so that the total cut is maximized. In the first step, we gigeaBsign nodes to the

sub-sets so as to obtain a reasonably good initial partitiime primary operations
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involved in this step include sorting the weighted edgesaareasing weight order
and examining them consecutively. For each edge under ezgsion, if none of the
two nodes associated with it has been assigned to a partiti®mssign them to two
different partitions. If one of the nodes has been assigoéddt the other, we assign
the other node to the opposite partition. Finally, if botlles have been assigned, we
skip the current edge and proceed to the next edge in thedssattee list.

After the initial node assignment, we use a F-M like algomtto iteratively im-
prove the partition and increase the cut size. Since the Fgbtithm is a rather mature
method, we will not go into the details of every step of our iempentation. Instead,
we will highlight the differences between our algorithm d@hd conventional F-M al-
gorithm, and then list our implementation in the form of ayzi® code. Readers who
are interested in the conventional F-M algorithm are refieto [SY95]. The first dif-
ference between our algorithm and the conventional F-Mrélgu is that the latter
requires the node weights to be balanced between the twibgrest while in our case,
nodes carry no weight and maximizing the total cut size isanly concern. The
second difference between the two algorithms is that whigeR-M algorithm tries to
minimize the cut size, our algorithm tries to maximize it.efé&fore the calculation of
the gain of each move should be modified.

The initial gain of moving a nod&; from its current partition to the opposite par-
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tition is given by

Vi)=Y wWVy)— > wVi,V) (3.9)

V,eFP(V;) V,eTP(V;)

where ' P(V;) contains all the nodes that are in the same partition as Wpded are
connected td/;, andT'P(V;) contains all the nodes that are in the opposite partition
to nodeV; and are connected tig. For example, in the partition shown in Fig. 3.6,
the initial gain of moving nod&; from its current partition to the opposite partition is

given byg(Vs) = w(Vi, Vo) — w(Va, Vi) — w(Va, Vs).

Original

Figure 3.6: An example for gain calculation in the F-M likgalithm showing the cut
set before and after the notfe is moved to the opposite partition.

When a nodé/; is moved from one patrtition to the other, the gains assatiatth
the nodes connected 1 must be updated. Assume notgis connected td/;, the

gain associated with; should be updated as follows:
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« If V; andV; were in the same partition before the movemerit;of

g(Vi)" = g(Vi)* = 2w(V;, V) (3.10)

« if V; andV; were in different partitions before the movementbf

g(Vi)" = g(Vi)* + 2w(V;, V) (3.11)

The complete F-M like algorithm that is used to iterativetprove the cut size of

the partition is listed in Fig. 3.7.

3.3 Floorplanning Involving Voltage Regulators and the

Complete Algorithm Flow

In this section, we first briefly describe the technique tkatised to obtain the
floorplan that contains both regular modules and voltagelatgrs. Then we present
the overall flow of the algorithm. We have used Parquet [AMOBh a modified cost
function to perform the floorplanning. Besides the convardl optimization objec-
tives such as wirelength, an additional objective that isjugto our problem is that

the voltage regulators, which are also considered as medsit®uld be distributed
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1. do
2. nodemoved« false
3. Calculate the initial gain of each node;
4. fori« 1tonumberof_nodes
5.  Select the free node that has the maximum gain and dajkjt
6. Lock nodeV;;
7. Update the gains of the nodes connectel.tg;
8. end for;
9. Find the numbeK such thaG = 3% | 9(Vis)) is maximized,
10. ifG>0
11 Make the/l’ moves permanent;
12. nodemoved« true;
13. Free all locked nodes;
14. endif
15. while( nodemoved ==true);

Figure 3.7: Iterative improvement of the partition throwghR-M like algorithm.

relatively uniformly across the die. This will help redugithe power grid noise in the
Vaq rail. We have achieved this new objective through modifytimg cost function in

Parquet. Specifically, a penalty term in the form

K-1 K
1

i=1 j=i+1
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is added to the cost function used in simulated annealingrevk with: = 1,2,..., K
represent voltage regulators, ai@dz;, ;) is the distance between the points where
regulatorsk; and R; tap into theV,,; grid. The intuition behind (3.12) is that when
regulatorsk; and ?; come closer to each other, the penalty term will become targe
and therefore, the corresponding floorplan will have a higmebability of being re-
jected.

The overall flow of the complete algorithm is given in Fig..3.8

[ Input: Netlist and block information ]

Y

Obtain the floorplan using the modified Parquet

Y

Run power simulation to obtain the current consumption trace of ea
module over a set of benchmark programs

Y

Smooth the current traces to remove the high frequency compong

Y

Divide the chip into disjoint regions according to the locations of regu

Y

Build a graph corresponding to the layout and the current traces

Y

Perform the two way partitioning of the graph

[ Output: Assignment of modules to two different vVdd dom]ains

Figure 3.8: Complete algorithm for assigning modules to different Vdd domains.
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3.4 Experimental Results

3.4.1 Floorplanning using modified Parquet

Fig. 3.9(a) shows the floorplan of a microarchitecture usefNLSO06] with ten
voltage regulators inserted. The microarchitecture issthamn the DLX architec-
ture [PH96] and the dark regions represent voltage regslatall modules are as-
sumed to be hard and the floorplanning is performed usingueawgth the modified
cost function as described in the previous section. We cartte® with the simple
modifications we have made to Parquet, the voltage regslator be reasonably uni-
formly distributed across the die.

fet fet
bpred fmult !!! reg bpred fmult £ reg

dec - dec -

il

il

fadd

fadd

dii
B

(@) (b)

Figure 3.9: Floorplan with voltage regulators (a) floorp{ehassignment of modules
to the two different Vdd domains.
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3.4.2 Calculation of the edge weight in the graph and modulesa
signment using the partition-based algorithm

After the floorplan is obtained, we simulate the architeztusing the eight bench-
mark programs contained in the SPEC 2000 suite that covhribigtger and floating-
point operations. The eight programs with their respedtisgruction counts in billions
are listed in Table 3.1. To speed up the simulations, wezatiMARTS [WWFHO03],

a periodic sampling technigue to obtain the current consiomprace of each module
for each of the benchmark programs. Specifically, we startiiting a program at
clock cycle 0 and continue the simulation foconsecutive clock cycles. The average
current consumption of each module is calculated during pleriod of time. Next,
we stride forward and start the simulation again at/thelock cycle withl>>s. The
average current consumption of each module is calculateith &y thes clock cycles
that follow. This process continues until the entire progia completed. We can see
clearly that by using this strategy, we obtain a sampledesecgiof the average current
consumption trace of each module.

Note that the time averaged total current consumption otthp may vary sig-
nificantly while running different programs, and the objpeetof our algorithm is to
obtain a partition of modules that is deemed good acrossrttiee denchmark suite,
i.e., we want to ensure that each benchmark program imposiesilar weight in af-
fecting the partition of modules. To achieve this objectiwe normalize the current
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Benchmark Type Instruction (B)

vpr Integer 11
gcc Integer 35
gzip Integer 63
bzip2 Integer 94

parser Integer 301
art Floating-point 54

equake | Floating-point 175

mesa Floating-point 305

Table 3.1: Benchmarks from the SPEC 2000 suite, along witheference instruction
counts in billions.

consumption traces associated with each program so thabthealized average total
current consumption of the chip while running that prograendmes 1. In Table 3.2,
we show an example that contains only two modules and for lwttie simulation
result is collected at only two sample points. The total entrrconsumption of the
design at the two sample points are 30mA and 50mA, respéctivienerefore, the
average total current consumption of the design is (30mA&@2 = 40mA. We use
40mA to normalize the current consumptions of the two maglakethe two sample
points, which generates the unit-less numbers shown origheaf the table for the
normalized current consumption traces. Next, we conctgdha normalized current
consumption traces for all of the programs such that a coetbaurrent trace is ob-
tained for each module. The combined current traces aretodeuild the graph as
described in Section 3.2.2, and the graph is partitionenuie algorithm presented

in Section 3.2.3.
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]Ml I]\/Ig Itotal I]Z\El I]]\XQ
Sample 1| 10mA | 20mA | 30mA | 0.25| 0.5
Sample 2| 20mA | 30mA | 50mA | 0.5 | 0.75

Table 3.2: An example of normalizing the current consumptiaces.

The result of the partition is shown in Fig. 3.9(b), where ligatly darkened re-
gions represent the modules operating betweeRthgandV,, rails while the white

regions represent the modules operating betweei thendG N D rails.

3.4.3 Experimental setup for the Validation of the module asign-
ment

To validate that the module assignment obtained by our @tgnrindeed reduces
the power wasted in voltage regulators, we first use a reguidrstructure similar
to that shown in Fig. 3.10(a) to represent thg rail, and we assume that current
sources are attached to the nodes in the power grid, whiclentlod currents con-
sumed by modules. Next, we associate each node in the poideritjin a region on
the chip and assume that all the modules located in thatmemyity source(sink) cur-
rents from(to) that particular node, e.g., the dark regiomainding the black colored
node in Fig. 3.10(a) is associated with that node. For riadéh the associated region
A;, if only part of a moduleVl overlaps with4;, then only the corresponding portion

of the current consumed by is attached to node For example, in Fig. 3.10(b), only
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25% of moduleM overlaps with the area associated with the power grid nodea A
result, only 25% of the current consumed by modides attached to that particular

node.

Associatec

P/G Node .
Region A;

Module M

(@) (b)

Figure 3.10: Testing the actual wasted power (a) the streafithel,, grid and the
region that source(sink) current from(to) a particular e@a) calculating the current
source attached to a power grid node when the module onljajparoverlaps the
region associated with the node.

After the value of the current source attached to each porigtngde is calculated,

a modified nodal analysis (MNA) equation in the form

Gll G12 V ]s
= (3.13)

G21 G22 Ireg ‘/reg

can be established to calculate the current flowing throagh ef the voltage regu-
lators, and therefore the wasted power. HE¢gs are submatrices of the coefficient

matrix, V' is the vector of nodal voltages,., is the vector containing the currents

89



flowing through voltage regulators, is the vector of known current sources attached
to the nodes in th&, grid, andV,., is a vector whose components arelali’s, the
voltage level maintained by the regulators.

We compare three module assignment schemes, one usingtighah presented
in this chapter, a second using a bin-packing technique,aattdrd using the as-
signment optimized for one particular benchmark prograen,equake For the bin-
packing technique, we take the combined current tracessasikded in the previous
subsection and calculate the average current consumgdtiesich module. Then the
module assignment is obtained such that the differencedsgtithe currents consumed
by the modules in the two different Vdd domains is minimiz&ince the floorplan
contains only 16 regular modules, we can afford to enumeathtpossible module
assignments and obtain the best bin-packing result. Foadteapproach, the mod-
ule assignment is generated completely based on the cuwwestimption traces of
the equakeprogram, and the purpose of this experiment is to see howssigranent
performs across the benchmark suite when it is optimized vaspect to only one

particular program.
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3.4.4 Result of comparison between different module assigrent

schemes

We emphasize that our partition-based approach is higfibjegit and the runtime
of obtaining the assignment of modules for the DLX archiieetis only 0.01sec on
a desktop with a 3.2GHz Pentium-4 CPU. In what follows, wevslioe result of

validation using the procedure described in the previobsection.

Worst Case IR Noise in the Vdd Grid
70 T T T

Il Graph Partitioning Il Graph Partitioning
[Bin Packing 180r [Bin Packing b
60r [ Opt Equake ] 160l I Opt Equake |

s0f 1 E 140

Power Wasted in Voltage Regulators

Wasted Power as a Percentage of Useful Power (%)
Worst Case IR Noise

vpr gcc gzip bzip2 parser art equakemesa 0 vpr gcc gzip bzip2 parser art equakemesa

(a) (b)
Figure 3.11: Comparison between the module assignmentg tls partition-based
approach, the bin-packing technique, and the one that isnizetd with respect to

equakein terms of (a) the total power wasted in voltage regulatang] (b) the worst
case IR noise in th&,, grid.

Fig. 3.11(a) shows the comparison of the power wasted irageltegulators be-
tween the three module assignment schemes. In obtaininfigtive, we divide the

total power wasted in voltage regulators by the total poweisamed by regular mod-
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ules, where the latter is termed “useful power” in the figuée can see clearly that
the design obtained using our approach has about 32% lessr paagte on average
compared with the design where the module assignment isrpeefl using the bin-
packing technique. Therefore, our approach is more seitfablchip designs where
the power constraint is stringent. In addition, it is alseaclthat although the module
assignment optimized farquakewastes less power in executing that particular pro-
gram and another benchmark programy it is not as good as our design in general
and wastes about 23% more power on average.

It is important to notice that a design optimized for powesoalends to achieve
low IR noise in thel/;; grid. This is because to reduce the power waste, good current
balance must be maintained locally as described in Sectignmdiich is beneficial to
reducing the IR noise since the current consumed by a moudloled Vdd domain will
immediately be recycled by some nearby modules in the otler d6omain without
flowing through a long resistive path in the power grid. In.RBdlL1(b), we compare
the maximum IR noise encountered in thg grid when the module assignment is
performed using the three different schemes presenteceabespectively. It can be
seen that our design technique achieves very reasonabl@d®, mhich demonstrates
that while our partition-based module assignment schemeigaificantly reduce the
power waste, it does not sacrifice the noise performancesadelsign.

Note that for a floorplan witw modules, the entire design space contaihslif-
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Benchmark| Avg Pyaste | Min Pyaste | Our Pyaste | Avg Noise | Min Noise | Our Noise
(%) (%) (%) (mV) (mV) (mV)
vpr 51 23 25 102 83 84
gcc 49 29 24 113 93 93
gzip 52 25 21 128 108 109
bzip2 52 26 21 129 109 109
parser 51 25 22 116 96 98
art 48 26 30 75 60 66
equake 47 25 37 118 98 101
mesa 49 28 27 140 121 123

Table 3.3: Comparison between the random module assigranenthe assignment
obtained using the partition-based approach in terms aftsted power and the worst
case IR noise in th&,,; grid. The wasted power is given as a percentage of the useful
power.

ferent module assignments. It is not practical to test adlsie solutions since each
test requires a full simulation of the input current tracessdach of the benchmark
programs, which may take hours to complete, anfodifferent candidate designs,
the overall runtime of the enumeration becomes intractatisvever, it is interesting
to sample the design space and see how the performance ofodh@erassignment
obtained using our partition-based approach comparesathr sample designs. To
achieve this objective, we have generated 50 different meoalssignments randomly
and calculated the total power wasted in voltage regulaiodshe worst case IR noise
in the V,;,; grid for each of the benchmark programs.

The result of comparison is shown in Table 3.3. We can sestlteaiotal power
wasted in voltage regulators in our design is rather closieeoninimum wasted power

obtained through random experiments. We also emphasizéhnaninimum wasted
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power and IR noise data shown in Table 3.3 are not achieved unyjicae module
assignment among the 50 randomly generated designs, leegdesign that has the
minimum power waste forpr is different from the design that has the minimum power
waste forart. However, the design generated by our module assignmemitpee
achieves consistently good result across the benchmagkgms. This demonstrates
the effectiveness of our approach, since in reality, a chip anly implement one

design no matter how many different programs it will run ie thture.

3.4.5 Anexample of a 3D circuit

We have also studied the effectiveness of using the sta¢klddparadigm in 3D
circuit design. A three-layer 3D circuit structure is used #he floorplan of the n300
benchmark from the GSRC suite is generated. The three dafrees contain 118,
92, and 90 modules, respectively, and the final footprind arfethe die is scaled to
lem?. Because of the lack of available current traces for GSRCHrearks, we have
assumed that the mean current consumption of each modulaiglam number be-
tween 100mA and 1000mA, and the instantaneous current ogign of module

M, is assumed to be varying randomly around its mé&aff".2 The assignment of

2The instantaneous current consumption of modules given by, (t) = I"¢*™ x (1 + d,4(t)) x
(14 6;(¢)), wheredy(t) is a random number that remains the same for all of the mogdaret; (¢) is
a random number that varies from module to module. It is nificdlt to see thav,(¢) can be used
to model the change of operations that affect the entirewhite §;(¢) can be used to model the local
variation in current consumption as a function of timén our experimenty,(¢) is randomly selected
within the rangd—0.3, 0.3], andJ; (¢) is randomly selected within the ranfe0.2, 0.2].

94



modules to different Vdd domains is performed individuddtly each active layer, and
the runtimes of the assignments are 1.98sec, 0.76sec, @sed, respectively. As
is done previously, our module assignment strategy is comalpaith the bin-packing
technique. For the bin-packing technique, it is imprad¢tioeenumerate all possible
module assignments and find the best one in this example $ecéthe large number
of modules involved. As an alternative, we use hMetis [KARE® perform a bal-
anced two way partitioning of modules with the current conption of each module
as its weight, and the modules belonging to the same partti® assigned to the same

Vdd domain.

Power Wasted in Voltage Regulators Worst Case IR Noise in the Vdd Grid

200
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Figure 3.12: Comparison between the module assignmerg tigrpartition-based ap-
proach and the bin-packing technique in terms of (a) the pataer wasted in voltage
regulators, and (b) the worst case IR noise inlthegrid, for the 3D circuit example.

In Fig. 3.12, we compare the two module assignment schentesms of the total
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power wasted in voltage regulators and the worst case IRennisheVy,; grid for
the three active layers in the 3D circuit. It can be seen thatmeoodule assignment
approach results in a circuit that wastes far less power tir@mne generated by the
bin-packing technique, and the noise performance of ougdes also rather good.
As for the floorplan of the DLX architecture, we have also oi#d 50 random
module assignments for each active layer of the 3D circuaitl, ome of the critical
statistics of the random experiments are listed in Table Bdhain, it is clearly seen
that the power wasted in our design is very low compared wilerosample designs

from the random experiments.

Benchmark| Avg Pyaste | Min Pyaste | Our Pyaste | Avg Noise | Min Noise | Our Noise
(%) (%) (%) (mV) (mV) (mV)
Layer0 17.8 8.8 5.2 108 61 88
Layerl 18.5 9.1 5.8 78 48 57
Layer2 18.6 9.8 4.3 70 41 37

Table 3.4: Comparison between the random module assigranenthe assignment
obtained using the partition-based approach for a 3D ¢irouierms of the wasted
power and the worst case IR noise in thig grid. The wasted power is given as a
percentage of the useful power.

3.5 Summary

In this chapter, we presented a partition-based algorittmefficiently assigning
modules to different Vdd domains in a two level stacked-Vaduit. The objective

is to minimize the power wasted in voltage regulators. Theaary steps of the algo-
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rithm include building a graph that represents the con@iatbetween modules and
performing a max-cut partitioning of the graph using a F-kk&lalgorithm. Experi-

mental results on a DLX architecture show that compared agligning the modules
to different Vdd domains using a bin-packing technique,dasign generated by our
algorithm wastes about 32% less power in voltage regulatorg therefore is more
suitable for applications where the power constraint imgént. Next, we tested 50
different cases where the modules are assigned to the tepatif Vdd domains ran-
domly, and it was found that the total power wasted in voltaggilators in our design
is rather close to the minimum wasted power obtained thraagom experiments.
Finally, experiments on a 3D IC example show that our modsdggament approach

is equally effective in reducing the power waste in 3D ICs.
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Chapter 4

Optimization of Integrated Spiral
Inductors Using Sequential Quadratic

Programming

4.1 Introduction

On-chip spiral inductors are key components in many RF nated circuits (RFIC’s)
running at GHz frequency range. During the past few yeaesd#ésign and optimiza-
tion of integrated spiral inductors has attracted muchréstiein both the IC design
and electronic design automation communities. The oledaf inductor optimiza-

tion may vary depending on the application. It could be highldy factor@, small
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area occupied by the device, or small parasitic effects,latthis work, we focus on
the optimization of high?) spiral inductors. Roughly speaking, there are three major
loss mechanisms that degrade the quality factor of an gmistiuctor: the energy loss
due to the series resistance of the spiral itself, the etemdupling between the spiral
and the substrate, and the magnetically induced eddy d¢ulognng in the substrate.
In [YW98], the substrate loss due to eddy current is signifilgareduced by inserting
a patterned ground shield between the spiral and the stdstsashown in Fig. 4.1,
and in [CAG93], both the electric and magnetic couplingsh® fubstrate are practi-
cally eliminated by etching away the substrate beneathpinalsThe energy loss due
to the series resistance of the spiral, however, can onlgdheced by optimizing the
geometrical parameters of the inductor such as the numbiermd, the outer length,
the width of each metal trace constituting the spiral, ardgppace between adjacent

metal traces.

Patterned
Ground
Shield

Figure 4.1: A three turn square spiral inductor with a paterground shield.
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Several previous works have targeted the optimization ofrgerical parameters of
an integrated spiral inductor to increase its quality fadEmumeration is used in [Nik]
where the geometrical parameters are first discretized, eheh combination of the
resulting parameter values is simulated, and finally, tharpaters that result in the
highest() are used in the design. This method, although intuitive amgble, can be
highly inefficient, especially when the number of adjustgtdrameters becomes large
because the time complexity of the enumeration method isrexqtial with respect to
the number of optimization variables. In [HMBL99], geonmefrrogramming is used
to solve the spiral inductor optimization problem. Geornegirogramming is a power-
ful mathematical programming method based on the assumipidb both the objective
function and the constraints are posynomial functions.als® this requirement, the
inductance of the spiral must be extracted using a apprdgifioanula derived from
curve-fitting a large number of pre-fabricated or pre-sied designs. In addition,
the entire device must be represented by a singifedel with all the lumped parasitic
components expressed in posynomial functions. The limitadf this method is that
several high frequency effects which are significant at Gidgdency range cannot be
handled by the simple closed form formulas, e.g., in expmgdbe inductance and the
parasitic resistance of a spiral as posynomial functidns,impossible to model the
proximity effect which may become significant at frequesas low as a few hundred

MHz.
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In this work, we propose using sequential quadratic prograrg (SQP) to op-
timize the quality factor of an integrated spiral induct@QP is an iterative math-
ematical programming technique based on the observatanalmost any smooth
continuous function can be locally approximated by a quadfanction and it has the
desired property that the local convergence rate is sugenliif the starting point of
the iterations is close enough to the optimal solution. Camag with enumeration,
the SQP algorithm achieves at least an order of magnitudsdspenhich can signif-
icantly reduce the turn-around time of the design of spmdurctors, and compared
with the geometric programming approach, SQP can be usédawwt physical model
to optimize the device operating at any frequency, whichesaksuitable to a broader
range of applications. The SQP optimizer is built upon aapirductor extraction
engine similar to that used in [NM98]. The quality factor ahd effective inductance
of the device are extracted from the two pBrparameters, and the well-known prox-
imity effect and skin effect are handled automatically byshiieg the metal traces in
the longitudinal direction. We assume that a patternedrgta@hield exists beneath
the inductor and thus the eddy current in the substrate isnoateled. In addition,
to make the implementation simple, we have only worked orasgapiral inductors.
The rest of the chapter will be organized as follows. Secfighformulates the in-
ductance optimization problem. Section 4.3 presents thgpatation of the quality

factor, effective inductance, and sensitivity of a spiraluctor with respect to design
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parameters. Section 4.4 introduces the SQP algorithm. dtid®e4.5, we show the

experimental results, and the summary is provided in Seeti6.

4.2 Problem Formulation

Fig. 4.1 shows the schematic of a square spiral inductor.nl.€?, w, ands be
the number of turns, outer length, width of a metal trace,thedspace between metal
traces of the spiral, respectively. L&t(n, D,w,s) and L(n, D,w, s) be the quality
factor and the inductance of the spiral, andllet, andd be the targeting inductance
value and the tolerance allowed for the inductance to deWwatn the targeting value.

Then the inductance optimization problem is formulated as

maximize Q(n,D,w,s)
subject to (1 — ) Leyp < L(n, D,w,s) < (14 0)Leyy

2n(w + s) < D (4.1)

wyp < w < wy

sp, < s < sy

Here, D;, Dy, wy, wy, si, andsy are the lower and upper bounds of the corre-
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sponding optimization variables, respectively. The nundfdurnsn is treated as a
parameter rather than a variable because it can only takeetBsvaluesD, w, ands
are treated as continuous variables for optimization pggp@nd may be rounded to
the nearest grid point during the layout generation proc8ssce() and L are both
nonlinear functions of the optimization variables, ounfioitation produces a nonlinear
optimization problem, which will be solved using the SQPoaithm. To successfully
apply the SQP method, we must be able to accurately contpuie and their sen-
sitivities with respect tdD, w, ands. We will first discuss how to extrac) and L,
and perform the sensitivity analysis in the next sectiore détailed description of the

SQP algorithm will be left to Section 4.4.

4.3 Extraction Engine

4.3.1 Inductance and quality factor extraction

For the simplicity of implementation, we have only consatethe square spiral
inductors in this work. The extension to other geometriehsas octagonal spirals is
straightforward although computationally more compkchtTo extract the inductance
and quality factor, the spiral is first divided into a seriegmection of metal segments.
The length of each segment should not exceed a small fractittne wavelength of

the EM wave at the operating frequency of the device suchithatmeaningful to
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model the segments by lumped circuit elements. Fig. 4.2 steoschematic of the
inductor model that is used in the extraction where each sagm represented by an
equivalentr model. Each series branch includes the self inductancerenplarasitic

resistance of the metal segment itself, and each para#lekchrincludes the coupling
capacitance to the substrate and the conductance of thieageb#n addition, there are
mutual inductances between parallel segments, and thdicguapacitance between

each pair of parallel segments in adjacent turns are alseledd

Figure 4.2: A distributead model for square spiral inductors.

From [NM98], we know that using modified nodal analysis (MN#je governing

equation of the circuit can be expressed as

y¢ pT -pBT \% 0
D —-ZF 0 I [=]| W (4.2)
B 0 0 Iy Va
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whereY ¢ is the AC conductance matrix of the parallel brancti#sis the AC impedance

matrix of the series branches, D is an upper bidiagonal maith 1’s on the diagonal

1 0 ... 0
entries and -1's on the superdiagonal entries Bngd . V andl

0O ... 0 1
are the nodal voltage vector and branch current vectoreatisely. Iy is the vector of

the current flowing through the two voltage sourégandVs.
If the entire spiral is modeled by an equivalentircuit as shown in Fig. 4.3, the

inductance and the quality factor are given by

L= —%Im(}%) (4.3)
and
R i =
o 2
I T
V1 V2

Figure 4.3: Equivalent model of the spiral.

The two portY” parameters can be extracted from (4.2). Sefting- 1 andV, = 0,
Y1 is given byY;; = (IVL;)VFO = (Iy; )vy=1,15—0, While settingl;, = 0 andV; = 1, Y1
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is given byY;, = (%)VFO = (Iy;)v,=0,1,=1. The total computational cost is one LU
factorization of the coefficient matrix in (4.2) and two fawd/backward substitutions.
The method that is used to build thé' and Z~ matrices is similar to that in [NM98]

and we briefly recapitulate it here. The matrix elements ofare given by

g ifi#]

k=070 U 1=

ye —

v

(4.5)

wherezg is the total impedance between nodand node; excluding that of the
series branches, and+ 1 is the total number of nodes excluding the ground node.
All the distributed parasitic capacitances are calculatgdg the simple parallel plate
capacitor equation. More accurate expressions can be foupfLMOO] or use a
capacitance extraction package such as FastCap [NW91br&iract theZ* matrix,

we divide the relative position of metal segmen#nd; into three categories.

Category 1: Segmenisandj are perpendicular to each other.

Z:=0 (4.6)

because there is no mutual inductance between perpendsegiments.
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Category 2: Segmenisand; are parallel to each other but are on the opposite sides
of the spiral.

where M;; is the mutual inductance between segmenésd j. For the two wire

segments shown in Fig. 4.4, the mutual inductance is given by

Iy +1 ly —1
M2]:M<1;_27d)_M(22 lad) (48)
where
l VI2+d2+1 VIZ+d?2 d
M(1,d) = = [in( ) +4]
2 d l l
wul w?l 21

] (4.9)

_|__ —
or T T 12d2(d + V2 + &)

with w andt representing the width and thickness of each metal segmesgec-

tively [Monh].

L~
(L, )2

T

- = d

A
-

Figure 4.4: Configuration of the two metal segments for mutiductance computa-
tion.
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Category 3: Segmenisand; are parallel to each other and are on the same side of the

spiral.

Generally, there is no simple closed form formula availablthis case for either
the mutual inductance between segmerdad ; or the self inductance of a segment
because of the presence of skin effect and proximity effEoese two high frequency
effects result in a nonuniform current distribution acrtes cross section of a metal
segment which invalidates all the formulas based on thengs$on that the current
distribution is uniform. As pointed out in [KI01], the proxity effect may become
significant at frequencies as low as a few hundred MHz fogirateed spiral inductors,
which means that it should be considered in all simulatidmadio frequency devices.

To handle the nonuniform current distributions in metalrsegts due to skin and
proximity effects, each metal segment is first divided intanfients along the lon-
gitudinal direction and it is assumed that the current ifistron in each filament is
uniform [NM98] [WWMS79]. Assume we have parallel metal segments on each
side of the spiral, th&" segment is divided int&v; filaments, and I€t, j) represents

the j*" filament of segment, we have

n Ng n
V;—- = Z ’I“Z](S]ﬂ(sjm + ]WMU km ]k:m Z Z Zz] kakm (410)
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whereV; is the voltage across filamefit j), r;; is the DC resistance of filamefi ),
and M;; k. is the mutual inductance between filamént) and(k, m), which can be
computed using (4.8) and (4.9). (if, j) = (k, m) however,);; ., becomes the self

inductance of filamen(i, j) and should be computed using

ul 21 Vw? + 12+ 0.46tw . w? + 2
L= . —
o)+ 05+ 31 )=

(4.11)

wherel, w, andt are the length, width, and thickness of the filament, resggg{Moh].

Equation (4.10) can be inverted to obtain

n  Ng

Li =Y YijsmVim (4.12)

k=1 m=1

SinceV},, remains the same for the filaments in the same segment, Hietotent in

the:"" segment can be computed using

N, n Ny n N; N

N; n
L=Y"T;i=> Y Vi> Yirm=> O Yyu)Vi=> YuVi (4.13)
j=1 m=1 k=1

j=1 k=1 k=1 j=1 m=1

Equation (4.13) can be inverted again to obtain

V=Y Zyly, (4.14)
k=1
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The Z;;,’s should be used to construct the portions of #fematrix corresponding to

the parallel segments on the same side of the spiral.

4.3.2 Sensitivity computation

To apply the SQP method, we must be able to compute the sétysifithe induc-
tance valuel. and quality factor) with respect to each optimization variable. et

represent an optimization variable, then

oL 1 1 0,
8—p = onf m(Y122 ap ) (4.15)
and
8Y11 8Y11

ap [Re(Y)]?

From (4.15) and (4.16), we can see that to obtain the seitgitie must compute
the partial derivative of thé” parameters with respect to the optimization variables.
One way to accomplish this is to use the finite difference aypration which re-
quires one extra simulation for the sensitivity with respgeceach optimization vari-
able. Since simulation is an expensive process, we chossetthe adjoint method to
compute the sensitivity which does not require any extraikton at all.

Since theY” parameters can be obtained frdgp in (4.2) by settingl; andV; to

appropriate values, the question comes down to the coniquitat the sensitivity of
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Iy with respect to the optimization variables. Note that tHeeaf each optimization
variable only affects the coefficient matrix in (4.2) but nbé right hand side, we

consider the following generalized system of linear equrei

Ax =D (4.17)

whereA is the coefficient matrix withpy as the parameter argis a vector independent

of p, then we have

0%— . 0%— 8/1”
- ZJ: oA Op (4.18)

%jj can be obtained directly from the physical model used totcoatsthe coefficient

matrix, andé?Tm;j can be computed using the adjoint method [PRV95], whichgjive

833‘2‘
O A

= —&ua (4.19)

where¢,;. is thek' element of vectog;, and¢; is the solution to the equation

ATE = ¢ (4.20)

Heree; is thei” column of the identity matrix. Note that (4.20) is extremiglgxpen-

sive to solve because after solving (4.17) using LU facatiimn, the LU factors ofA”
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can be obtained automatically, i.el” = UTLT if A = LU, and the cost of solving

(4.20) is only one forward/backward substitution.

4.4 SQP Algorithm

Sequential quadratic programming is a versatile methodgdbring general non-

linear constrained optimization problems of the form

minimize  f(x)
subject to h(x) =0

g(x) <0 (4.21)

wheref : R* — R,h: R" — R™, and g : R* — RP. Our formulation of the inductor
optimization problem fits perfectly into the framework ofZ4). The Lagrangian of

the problem is defined as

L(x,u,v) = f(x) + u*h(x) + vig(x) (4.22)
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In each iteration of the algorithm, a quadratic subproblem

minimize V f(x*)'dx + 3d5Bydy
subject to Vh(x¥)'dy + h(x¥) =0

Vg(x¥)id, + g(x*) <0 (4.23)

is formed whereB,, is the approximation to the Hessian matfix of the Lagrangian
with respect tox. The gradients/ f, Vh, andVg are computed using the sensitivity
analysis discussed in section 4.3.2. The quadratic sulgmodan be solved efficiently
using any well known method such as the active set method¥ i the solution to

(4.23) in iteratiork, the solution to the original problem (4.21) can be updatdgu

xKT = x* 4 adk (4.24)

whereq« is the step length parameter. As pointed out in [BT95], treeedifferent
ways that the Hessian matrix of the Lagrangian can be appateid, one of the most
popular ones is due to Broyden, Fletcher, Goldfarb, and s&hamhereB,, is initially

set to the identity matrix and updated using the formula

kalt( _ BkSka{Bk

Biy1 = By +
* sty st Bisi

(4.25)
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where

S = xKT1 — xK (4.26)

Vi = Vi L(x¥TH uft vE ) — v L(xR, uk, vE) (4.27)

To ensure the positive definitenessi)f, they, vector is reset to

Yk < Oryk + (1 — 0r) Bisk (4.28)

if yi sy is not sufficiently positive. Her&, € [1,0) is the number closest to 1 such that
yisk > ost Bysy for someo € (0,1) [SQP].

The iteration will continue until the Karush-Kuhn-Tuckemdition is satisfied and
thed, vector becomes zero. We have only provided the most baskgb@amd of the
SQP algorithm here and will not elaborate on this topic amghtr. Interested readers

are referred to [BT95] and [NW99].

4.5 Experimental Results

We used the CFSQP package [LZT] as the SQP optimization ergioptimize
the quality factor of square spiral inductors. The industare assumed to be fabri-

cated using um thick metal with sheet resistance2ifm() /0 and restum above the
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Case 1 Case 2 Case 3 Case 4
Lexp 4.5nH 6nH 12nH 15nH
Freq 2GHz 2GH~z 2GH~z 1GHz
D bound 150pm /250pum 200pm /400pum 600um /800pum 600m /800pum
w bound 2um/10pum 2um/20pum 2um/20pum 2um/20pum
s bound 2um/10pum 2um/10pum 2um/20pum 2um/20pum
Num. turns 3 3 3 3
Opt. Result| Enum SQP Enum SQP Enum SQP Enum SQP
D 250pm 250um 400pm 400pm 600pm 600pm 780um 778.42um
w 8um 8.18um 16pm 17.55pum 10pm 10.92pum 20pum 20pum
S 2um 2pum 4pum 2um 4pum 3.53um 2um 2um
L 4.32nH | 4.28nH | 5.77TnH 5.70nH 11.73nH | 11.40nH | 14.28nH 14.25nH
Q 7.37 7.46 10.53 10.78 6.92 6.96 7.37 7.38
Runtime 170s 11s 22865 41s 4579s 28s 2179s 22s

Table 4.1: Comparison of the optimization results using a@é&enumeration.

substrate. The lower and upper bound of the optimizatiolabbes are provided to the
optimizer as the input and the tolerance of the allowed itahee deviation is set to
5%. Table 4.1 compares the optimization result of four sammpdeictors using SQP
and enumerationL.,, and F'req are the expected inductance and operating frequency
of the device.D bound, w bound, ands bound specify the lower and upper bounds of
the outer length, trace width, and the space between mataldy respectively. For the
SQP method, the initial solution provided to the optimizechosen in such a way that
each variable takes the average value of its lower and ugperds. If this solution is
infeasible, the SQP algorithm will first find a feasible s@uatautomatically and then
start optimization [LZT]. For the enumeration methdd, w, ands are incremented
by 10um, 2pm, and2pm each time, respectively.

From the result of comparison, we can see that the qualitgdi eptimized design

obtained from SQP is as good as that from enumeration whelaufitime of the former

115



is at least one order of magnitude smaller than that of therlaiVe point out that the
grid we used for the enumeration method is rather coarsef affither grid is used, the
advantage of SQP over enumeration will become even mordisagnt. In addition,
we emphasize that the objective of this work was to demotestih@ speedup that can
be obtained by using the SQP instead of the enumerationithigor The code for
extracting the inductance and quality factor is not optedifor speed and accuracy.
However, even if a different program is used to implementekigaction engine, we
can still expect SQP to have similar speedup ratio compartdenumeration.

A subtle point concerning the SQP algorithm versus enuneera that the op-
timization problem we are solving has not been proven to benaex program. As
a result, no mathematical programming algorithm can guaeathe finding of the
global optimum, i.e., there is a possibility that the alggon will stop at a local opti-
mum. However, extensive experiments have shown that mdseaime, the global
optimum can be found in a single run of the SQP algorithm, archse the algorithm
does stop at a local optimum in one run, we can still obtairgtbbal optimum by run-
ning the algorithm at most a few times starting from diffdéreitial points. This will
preserve the validity of our claim that the SQP algorithmuigesior to enumeration in
terms of runtime considering the orders of magnitude speeduh single run of SQP

can achieve.

116



4.6 Summary

In this work, we used sequential quadratic programming tinope the quality
factor of integrated spiral inductors. Experimental resbve demonstrated that SQP
can achieve at least an order of magnitude speedup compérednumeration while
maintaining the same quality of the optimized design. Besits high local conver-
gence rate, another advantage of the SQP method is thatésmakassumption about
the formality of either the objective or the constraint ftions, which makes it quite

compatible with physical models derived from first prineipl
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Chapter 5

Conclusion

The continuing progress in semiconductor manufacturifprielogies has sig-
nificantly improved the performance of today’s VLSI ciraiitHowever, it has also
brought about many challenges to CAD tool developers, whg plvital role in im-
proving the quality and reducing the time of circuit desiwo of the most prominent
challenges include properly handling the effects that Hae®ome important in cir-
cuits with feature size in the nanometer range and deveddpigh efficiency CAD
algorithms to assist the design of ICs containing hundrédsilbons of transistors.

In this thesis, we focused on the development of several éifitiency analysis
and optimization algorithms for the computer aided desifjalectronic circuits. In
the first part of the thesis, several Green function-basewital simulation algorithms

were presented, and they can be used, respectively, torpefiid chip temperature
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profiling, localized thermal analysis, and thermal simolad where the accuracy re-
guirement differs from place to place over the same chip.aldoeiracy and efficiency
of the algorithms were demonstrated through comparisothstiag results from a com-
mercial computational fluid dynamic software for thermadlgsis.

The second part of the thesis is concerned with reducing dhepwaste in the
design of stacked-Vdd circuits, which may hold the key tmhéag the 1/0 pin lim-
itation problem in VLSI circuits with high performance anih integration density.
A graph partition-based algorithm was developed for effitjeassigning modules to
different Vdd domains so that the maximum current balaneelseved and the min-
imum amount of power is wasted by the circuit. The effecteanof this approach
was verified through comparisons with the module assignmietatined using a bin-
packing technique and the results from a set of random expgeits.

As stated previously, the main focus of the second part ofthlesis is on the
assignment of modules to two different Vdd domains when tberfllan is given.
Although we have also made some modifications to the floonglaParquet so as
to effectively distribute the voltage regulators during tfoorplanning process, the
resulting regulator distribution may not be optimal. As &fe work, it would be
interesting to develop a strategy that can incrementaljysadhe location of each
regulator after the initial floorplan is obtained so that gerformance of the final

design can be further improved.
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Finally, in the last part of the thesis, we used the SQP teglanto optimize the
guality factor of on-chip spiral inductors, which are imf@ott components in inte-
grated RF circuits. Experimental results show that higHityusductors can be ob-

tained using this approach within a very reasonable amduirhe.
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Appendix A

Derivation of the Green Function

In this appendix, we present the derivation of the Greentfandor the rectangular-
shaped multilayered chip structure. From the definitiorhefGreen function in Sec-
tion 2.2.2, we know that, using the separation of variatitesGreen functioi-(r, r’)

can be written as

G(r,r') = i icos <m;rx> cos <nﬁ7bry) Zn(2) (A.1)
m=0 n=0

for a particulan’. Thex andy dependencies in (A.1) ensure that the boundary condi-

tion (2.17) is satisfied. The Poisson’s equation (2.16) neaomes

55 (“2) ) (")on() -1 n
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wherey,,, = \/(—’T)2 + (”—;)2 Multiplying both sides of equation (A.2) bys (7<)

a a

cos (™2£) and integrating ovet andy, we obtain

ab ((d*Z(2) 5 dz—2) mnx’ nmy’
- mnAt) A = — A.
s ( dZ2 fymn mn(z)> kl(r) COS ( ) CO8S ( ) ( 3)

where )
1 fm=n=0
§=14 2 if m=0,n#£00rm#0,n =0 (A.4)
4 if m=£0, n£0

\

Let Zy(2) = Z.,,(2)cos (ZE2) cos <%> ThenZ!  (z) satisfies the equation

&> Zyn (2)

s6(z — 2)
2 Zp(5) = 222

A5
abkl(r) ( )

Let [ be the layer in which the source poirit= (2',y/, ) resides. Then for layer
other than,, the right hand side of equation (A.5) vanishes. Hence

ab.z+ 06 ifm=n=0

ZLi(2) = (A6)
al e 4 Bl e=ymnz otherwise

mn

whereZ! i (z) represents! (z)inlayeri andi=l,. For layeri,, we need to consider

the field pointr above and below the source poiritseparately. Le1Z{nl§ (z) and
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1k

Zmn (2) representZ! (z) above and below the source point in laygrrespectively.

ThenZ,% (z) can be written as

v v .
- Q2 + Brin ifm=n=0
Zm;L (Z) = v v (A7)
ozﬁiane%mz + ﬁfﬁne‘%mZ otherwise

A similar expression can be written f@r‘"f;f(z) by replacing all instances éf in (A.7)

by L. We require tha¥/ ,,(z) be continuous at = 2/, therefore

L5 () e = 205 (2) o (A.8)

Integrating equation (A.5) from’ — e to 2’ + € wheree is an infinitesimally small

guantity, we obtain

11y

AZms (2)

1k

AdZms (2)
, dz

S
= — A.9
’ CLb]ClS ( )

Z=Zz

wherek,_ is the thermal conductivity of layel. In addition, we also require that
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Z)..(2) satisfies the following set of boundary conditions

0Zyn(2)
ZZmn\7) -0
aZ z=0
07! N (2)
ky—2~ = hZ' N(2)],_
N 8z s mn (Z)| =—dn

Z0 () o=y = Z05N(2) ] a=—a,

LOZLG)| 0z
Y0z - 0z

(A.10)

(A.11)

(A.12)

(A.13)

such thatG(r,r’) satisfies the boundary conditions (2.18)-(2.21). Equati@a8)-

(A.13) are sufficient to determine the sets of coefficients andg,,,,, for all the layers.

We consider two different cases.
1. m=n=0

Equations (A.8)-(A.13) now become

v vk 1L
Qg2+ Boo = Aoz + Boo

U lL 1
Oy — Qpp = ————
00 00 a,bkls
1 _
g =0

knagy = h(—afydy + Ba))
- a(i)odz’ + 530 = —aéfgld,- + 5531

i i+1
kiagoy = kit1000
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(A.14)

(A.15)

(A.16)
(A.17)
(A.18)

(A.19)



wherei = 1,2,..., N — 1. Equations (A.14)-(A.19) can be solved to obtain

1 _ 2 g1 Y
Qg = Qg = ... =gy =gy =0
1L 1 i 1 .
o, = ——  and ol = —— wherei > [
00 abk, 0 bk, *

- | 1
i il _ .
00 = Poo -+ <abk;2- abkm) d

wherei =X 1, +1,... N -1
/
1 2 ls—1 v 1L z
— = ... = S —_ — S —'— -
Boo = Boo 00 Boo = Boo bk,
2. m#0 or n#0
Equations (A.8)-(A.13) now become
O{gnewmnzl _'_ 6£§L}n€_7mnzl — aignewmnzl _'_ 65n6_7mnzl
1% 1L S lg] l£ —vmnz S
(Oénszn - Oénsv,n)e’y i (ﬁmn - ﬁmn>€ Tmn® = _abklsfymn

1 1
amn = /an
Ko 5, = T 5 )

amne t+ 6mne t= amne t+ mne ’

7 — d; i d;\ __ i+1_— d; i+1 d;
ki(amne Tmn i — mnewmn Z) - ki+1(amn€ Tmn @i — mn ermn 2)
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(A.21)

(A.22)

(A.23)

(A.24)

(A.25)

(A.26)

(A.27)
(A.28)
(A.29)

(A.30)



From equations (A.29) and (A.30), we obtain

O{Z’;’L_T} 1 ki+1 + kl (ki—i-l — ki)e2')’mndi O{Zrnn
T 2k |
o o (Kigr — ky)e=2rmnd ki1 + ki B
(A.31)
and
Uy 1 ki + kitq (ki — kiyq)e2rmndi aitl
| T 2k |
mn (ki — kig1)e 21mm ki + kit s
(A.32)

Equations (A.31) and (A.32) can be used to obtajh)! and 5:t1 from of
and 3’ . or obtaina! ~andpg’  from o't! and 8t From equation (A.27)

and (A.31), we know that all the’  and3 fori = 1,2,...,1, — 1,1V are

proportional ton! . = 3L . Let

i = B Ot (A.34)
wherei = 1,2,...,l; — 1,IY. Then apparentlp!* = p* = 1, and from

equation (A.31), we can obtain the numerical values/)f and g%, for i =
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1,2,...,1,—1,1Y. From equation (A.28), we obtain

N kN'ymn_h

—2Ymndn N A
= € o 35
mn kN’ymn h mn ( )

and from equation (A.32), we know that all th¢, andp’ fori = N, N —

1,...,ls+ 1,1L are proportional ta.) . Let

o = BrnConn (A.37)
whereN, N —1,....1,+ 1,IL. Then apparentlg”* = 1, and from equations

(A.35) and (A.32), we can obtain the numerical values/jf andg’, fori =

N,N —1,...,1,+ 1,IF. Equations (A.25) and (A.26) now become

v ’ v _ ’ 1 1L / 1L _ / N
(rn€™™ " 4 Brin €™ )y = (€™ 4 Bine™ "™ Jap,, (A.38)
(@lfzem = e o, — (alfsem = e mal, = - S
AOR,Ymn
(A.39)

The numerical values af! andc«! can be obtained by solving equations
(A.38) and (A.39). Then from equations (A.33), (A.34), (8)3and (A.37), we

can obtain the numerical values of al|,, andg ..
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Hence, we have obtained the analytical solution of the Gheection G(r,r’) in the

form

G(r,r') = i icos <m;m> cos <7%Ty) cos (mzx’) cos (mgy’) Zn(2,7)
(A.40)

where we have written thg! (z) asZ/ .(z, ') in the above expression since the

coefficientsa?,, and 3’ = both depend on'.
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