UNIVERSITY OF MINNESOTA

This is to certify that | have examined this copy of a doctoral dissertation by

Brent Goplen

and have found that it is complete and satisfactory in all respects,
and that any and all revisions required by final
examining committee have been made.

Professor Sachin S. Sapatnekar

Name of the Faculty Advisor

Signature of the Faculty Advisor

Date

GRADUATE SCHOOL



Advanced Placement Techniques for Future
VLSI Circuits

A DISSERTATION
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY

Brent Goplen

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY

Sachin S. Sapatnekar, Advisor

October 2006



© Brent Goplen 2006



Acknowledgements

First of all, | would like to express my deepest gratitude yoaaivisor, Professor
Sachin Sapatnekar, for his guidance and support though my graduate sweeshe
many years that he has been my advisor, he has served as an mcnsgioation and
talented mentor in my educational and career development. His keghtapdirection,
and persistent encouragement were instrumental in my succedgimg $ough technical
problems. It has truly been a pleasure and an honor working with him.

| would also like to thank Professor Kia Bazargan, Professor ing and
Professor Antonia Zhai for reviewing my thesis and serving on my .Rieiznse
committee.

| am grateful to Dr. Prashant Saxena for mentoring me duringt@gnship at Intel
Labs (CAD Research) and contributing to the work on repeater countioedutwould
also like to thank T. Cao, A. Chowdhary, K. Rajagopal, B. Velikandanathan, D.
Kirkpatrick, and P. Cocchini for their support while at Intel.

| owe many thanks to my colleagues in the VEDA Lab and the Uitiwer$
Minnesota for their help and many meaningful discussions: Rupesh, Shifankgt,
Hongliang, Haifeng, Jaski, Tianpei, Sagar, Yong, Yan, Anup, Sanjay, QunzakigsB,
Saeed, Pongstorn, Hushrav, and many others.

| am also grateful to the Semiconductor Research Corporationufaing my
graduate studies through an SRC fellowship.

Finally, I would like to thank my family for their continued support and

encouragement though the years.



Abstract

The design of future VLSI circuits is becoming more difficuit advanced
technologies, and additional design constraints need to be consideremtronedelesign
automation (EDA) tools. These new complexities are linked to the industeytrend of
technology scaling along a Moore’s law trajectory. The enhancedration densities
predicted by Moore’s law may be achieved through two approachesbfiirdecreasing
the feature sizes, to allow a larger number of transistors &ocdmmmodated in a smaller
area, and second, through new technologies such as three-dimensionalt¢gYion,
which stack multiple active layers into a monolithic chip, therabyeiasing the number
of transistors per unit footprint.

A number of new challenges arise in the design of 3D circuitesd circuits have
significantly larger power densities than their 2D counterpartd high thermal
resistances between active layers. Unless 3D circuits are cadefsigned, they can face
severe thermal problems that can reduce their performance aaidilitgli A second
important design concern in 3D ICs is related to the bottleneck in cibmmpevires
between active layers: the maximum allowable density of ayerl vias is greatly
restricted due to fabrication limitations.

Another issue that arises in the design of advanced VLSI cinsuitslated to the
problem of interconnect delays. As feature sizes decrease;omect delays scale
poorly, and must be managed: the delay of an interconnect wire exrgaadratically
with its length, but through appropriate repeater insertion, this dependencyluau dpet
down from quadratic to linear. However, trends show that the numbepextess will
increase exponentially in future technology generations. Without metihmognage and
reduce repeater counts, a breakdown in the design process could restdt tthee
perturbations introduced by repeater insertion.

Several aspects of performance-driven physical design at and ahsupthtement
stage are examined in this thesis to address these issuasdbanh the design of next-
generation circuits. First, placement techniques for 3D ICdeareloped, addressing the

issue of interlayer via density limitations. It is observed éhaadeoff exists between the



number of interlayer vias and wirelength for 3D ICs, and placemahtlegalization
methods are developed using analytical and partitioning-based techroqoesirnize
both wirelength and interlayer via densities. This allows thelengths to be minimized
for any desired interlayer via density that can be realized thi¢ given fabrication
technology. Thermal placement and legalization are then used toe réldecnal
problems by judiciously placing standard cells, the primary sourcégaif within the
chip. By using net weighting and additional thermal-directing mefsrtitioning-based
placement, nets are arranged and cells placed to reduce both powemaedature.
During detailed placement, thermal considerations are retainethimine degradation
and make improvements based on the thermal objective. Next, anhagfmitreducing
thermal problems in 3D ICs, through the insertion of thermal viasplatted designs, is
developed. Thermal vias serve no electrical function, but are uskddbremoval from
the chip. Using temperature simulations obtained with finite elear@adysis (FEA), the
arrangement of thermal vias is iteratively adjusted untillibental objective is achieved,
with minimal thermal via usage. Finally, a method for ameliogathe increasing
number of repeaters, caused by scaling, is developed. This panmmarijyridirected
towards the design of 2D chips, although the basic principles aragtéoable to 3D
designs. Repeater counts are reduced by dynamically modifyingemggitsvin a context-
sensitive manner during global placement and coarse legalizatioriayer assignment

as well as valid inter-repeater distance ranges being modeled.
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1 Introduction

As the technology node progresses and new design paradigms sucleeas thr
dimensional integrated circuits (3D ICs) emerge, the desigutofef VLSI circuits is
becoming more difficult and new objectives need to be considered inoadddi
traditional ones. For example, with increasing transistor packidgawer densities, the
resulting higher temperatures and thermal gradients are le&alipgrformance and
reliability concerns. Trends indicate that these thermal probilgihde even more
pronounced in the developing technology of 3D ICs. In addition, increasedstnansi
counts make efficient algorithms a necessity in electronigdesitomation. Limitations
on the number of interlayer vias that can be fabricated in 3D ICs cassegions on the
wirelength improvement that can be obtained with three dimensiortaidiegy. In
another vein, the increasing number of repeaters needed in futurdscisc@giausing
greater design perturbations. To address these issues during andmacentent, our
research has focused on the tradeoff between interlayer vias amengih in 3D ICs,
thermal placement of 2D and 3D circuits, placement of thermalivi@® ICs, and net
weighting to reduce repeater counts. This thesis begins with introductory &gdoec
material in Chapters 2 through 4, then presents its new contributioBfapters 5
through 8, and ends with a concluding chapter.

One of the primary advantages of 3D ICs is the reduction inemigéh that can be
achieved by using vertical interconnects between different laygosvever in order to
make vertical connections, interlayer vias must be created throwgte dayers and
greater thicknesses. Consequently, these vias are restriatedhbrer because of their
area requirements. They compete with transistors for areajuanie larger in size than
regular vias, and require a certain amount of area for tolerarwafer alignment. With
restrictions on interlayer via counts, 3D placement methods mustvbped with that
in mind so that the wirelength can be minimized without using too nma@rfayer vias.
In Chapter 5, a partitioning-based placement method was developed fdrplgaement
that explores the tradeoff between interlayer via density anelength. Additional
procedures were developed to prevent degradation and make improvemeniglabahe

placement results during detailed placement.



With thermal problems becoming increasingly prominent, thermateayhysical
design is becoming of particular interest. Temperatures are ctesbtp power usage so
thermal reduction methods should also reduce power whenever possible.ptar@ha
thermal placement method was presented to addresses thermal rediosisieby
selectively moving cells to more favorable thermal environments bgndelectively
shrinking nets in order to reduce dynamic power. Net weighting dstoseduce power
generation in thermally susceptible nets, and cells with high pareeattracted to areas
of the chip with lower thermal resistances to ambient in ordexdioce temperatures. In
addition, detailed placement procedures were developed so that the Itherma
improvements from global placement can be retained and enhanced dgaizaten.
Benchmark circuits produced thermal placements with both lower powdr a
temperatures while retaining the ability to tradeoff betweeerlayer via counts and
wirelength reduction.

Other physical design paradigms and tools can be used to alkaatel problems.
Incorporating thermal vias into chips is a promising way of ntitigathermal issues by
lowering the thermal resistance of the chip itself, and thexnaal can have a larger
impact on 3D ICs than on traditional 2D ICs. However, thermal ks tip valuable
routing space, and therefore, algorithms are needed to minimizeuiagie and place
them in areas where they would have the greatest impact. IneCha@ thermal via
placement method was presented in which thermal vias are asgigseecific areas of
the chip and used to adjust the effective thermal conductivities sé theeas. This
method makes iterative adjustments to these thermal conductinitieder to achieve a
desired thermal objective, such as a maximum allowable tempettirermal gradient.
Finite element analysis (FEA) was used in formulating thithateand in calculating
temperatures efficiently during each iteration. As a result, the mettcdrely achieves
its thermal objective while minimizing thermal via utilization.

Poor interconnect scaling is expected to result in a repeatat explosion problem.
In Chapter 8, this issue is addressed by using net weighting duringattement to
reduce repeater counts by nudging nets away from repeater insantibrieletion

thresholds. Net weights are iteratively adjusted and take istmatlayer assignment



and inter-repeater distance ranges. Improvements made with glalcgiment are
retained after legalization by extending this net weight schatoecoarse legalization.

As a result, repeater counts are significantly reduced with minimal impadtelangth.



2 Three-Dimensional Integration

As the technology node progresses, chip areas and wire lengths contincease,
causing such problems as increased interconnect delays, power consuraption,
temperatures, all of which can have serious implications on rélalpiérformance, and
design effort. Three dimensional technology attempts to overcome ebrtieese
limitations by stacking multiple active layers into a monolitsiucture, using special
fabrication technologies such as thin-film-transistors (TFT) atewbonding. Figure 1
shows an example of a 3D IC produced using wafer bonding technologyheith t
dimension being exaggerated to show details. With this particatamdtgy, the bottom
layer is created from a bulk wafer, and additional layers on tapiofare created from
SOI wafers with their bulk substrate removed. Device leveltoaated at the bottom of
each layer, and metal levels are located above the device lévigldayer bonds, shown
in black, are placed between layers and have interlayer viam@asough them.
Interlayer vias electrically connect vertically adjacemtaarallowing for greatly reduced

wirelengths.

Detailed view Generalized view
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Figure 1. Composition of a 3D I C (adapted from [4])




2.1 Benefitsand Obstacles

A number of papers have explored the advantages of 3D ICs over 2anhdChe
obstacles in realizing their potential [1] [2] [3] [4] [5] [6] [7]By expanding vertically
rather than spreading out over a larger surface area, the chipsdvetter utilized and
more importantly, the interconnect lengths are decreased. Notdhby iotal wirelength
reduced, but also the length of the longest wire [8]. As moreslarer used, the net

distribution is skewed toward shorter wirelengths [9] as shown in Figure 2.
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Figure 2. Improvement in thewirelength for 3D ICsfrom [9].

Adding more layers produces greater wirelength reduction, and k@rgeits would
benefit more from vertical integration. Consequently, the reducedlengths produce
greater power efficiency by lowering the power dissipation erststor and the total
power dissipation for the entire chip. In addition, interconnect detaysalso decreased,
providing improved performance. Stacking transistors in 3D ICs altberdransistor
packing densities to be increased without even decreasing feaesethis allows for a
smaller chip footprint. With classical scaling slowing down [10],t8&hnology allows a
way for Moore’s Law to keep progressing. 3D ICs also permit pusly incompatible
technologies (such as digital, analog, RF, SiGe, etc) to be itgdgrao a single chip as

a system-on-a-chip (SoC).



Despite the advantages that 3D ICs have over 2D ICs, therenageobstacles to 3D
integration. Fabrication technology needs to be improved to provide nyers,laetter
quality, and lower cost. Interlayer vias are difficult to fadecand can have significant
negative effects on the circuit. They are much larger tharlaregias in terms of both
cross-sectional area and length [7] [11], and because they go through the silicakedhey t
area away from transistors. Their size produces largecameect capacitances that can
have detrimental effects on performance and power. Generally,usege should be
minimized, but doing this limits the potential wirelength reduction taa be achieved
with 3D ICs. The tradeoff between wirelength and interlayer coants will be
considered in Chapter 5.

Even though power and temperatures are also rapidly increasing l@s2Bhermal
problems (higher temperatures and thermal gradients) are ekpectdbe more
pronounced in 3D ICs [3] [12] [13] for two reasons. First, despite the pdis&pation
per transistor being smaller in 3D ICs, the higher packing densiileinevitably cause
higher power densities in 3D ICs [14]. Second, 3D ICs have gréatendl resistance
along heat conduction paths to the heat sink causing larger tempeisgsre Heat has
further to travel to reach ambient because of the additional ittagrkayers, and
insulating materials created during fabrication between lagdse impedes heat
dissipation. Higher temperatures and larger thermal gradiantsatise variations in the
performance across the chip and reliability issues.

These issues make thermal and interlayer via density manaigesmral to the
development of CAD tools for 3D ICs. With the advent of better prowgsschnologies
for 3D ICs, design tools are needed to realize their full poten@alrrent design tools
used for 2D ICs cannot be easily extended to 3D ICs [3] espewhiy taking into
account interlayer vias and thermal effects. In addition, eftidieermal methods are

lacking even with 2D ICs.
2.2 Fabrication Technologies

Three-dimensional integration can be achieved in a number of wagmgafrom
three-dimensional multi-chip-modules (3D MCM) to monolithic 3D ICs. ith\BD
MCMs, chips are arranged vertically in a 3D package [15] [16]s iBha proven method



of vertical integration, but the electrical connections betweenadeebmited and usually
are only made at the chip edges. On the other hand, 3D ICs are cdnopamsgtly
stacked device layers in a single chip with vias making diutections between device
layers. Monolithic 3D ICs can be fabricated using crystaibradf additional silicon
layers or by bonding multiple wafers together.

There are a number of ways that additional layers of silicanbeadeposited and
crystallized on top of a chip to produce 3D ICs: beam recrystitiiz [17], silicon
epitaxial growth [18], and solid-phase crystallization [19]. Eavlierk focused on beam
recrystallization and silicon epitaxial growth, but high tempeestwsed in fabrication
tended to degrade the performance of previously fabricated layers. beam
recrystallization, a laser beam is used to heat up and rdlizgstapreviously deposited
layer of silicon. With silicon epitaxial growth, crystallizedicon is deposited at high
temperatures or vacuum. Solid-phase crystallization (SPC) sancetates multiple
layers of TFTs for vertical integration. With solid-phase tatfigation, amorphous
silicon is deposited, a seeding agent such as germanium [20] or fHtkas used to
nucleate grains for Si islands, grains are grown with lateyatallization, and transistors
are fabricated in the Si islands.

Despite the progress that has been made with crystallizagtrods, wafer bonding
is currently the most promising 3D IC fabrication method for theasons: first, high-
performance transistors can easily be made on other waferstgrimnding; second,
underlying device layers are not damaged by the creation of additayeas; and third,
heterogeneous integration for SoCs is possible using wafers felrisdth different
technologies. With wafer bonding, layers are fabricated separatetliifferent wafers
and subsequently bonded together. During the bonding process, the wafetesubstra
removed, wafers are precision aligned, and high aspect ratio giasecated for interlayer
connections. Wafers can be bonded using polymer adhesive [22] [23], oxide bonding
[24], or copper bonding [25] [26].



3 Temperature Calculation

3.1 Introduction

At steady state, heat conduction at a pogyt4) within a chip can be described by the

following differential equation:

62T(x,y,z)+K OZT(x,y,z)+K 0°T(x,y,2)

K
o ox? Yoooay? £ 0z°

+Q(x,y,2)=0 (1)

whereT is the temperaturd,, Ky, andK; are the thermal conductivities, aQds the heat
generated per unit volume. A unique solution exists when convective, mathand/or
insulating boundary conditions are appropriately applied. The nature pathaging
and heat sink determines these boundary conditions. A number of differeaticaim
methods have been used to solve this differential equation for the tisemmuéation of
integrated circuits, such as finite element analysis (FEA), [finite-difference method
(FDM) [28], finite volume-based methodd], Fourier method [30], alternating direction
implicit (ADI) method [31], and Green function method using discretenedsansforms
[32]. FEA has a number of advantages such as its ability to handiglex geometries
and nonhomogeneous materials with fewer nodes, greater efficienapoaadiexibility.
This is particularly important when considering thermal vias and sthactures that can
change the thermal properties of 3D ICs. Flexibility is alsedad as 3D fabrication
technologies develop and different structures are produced. Therefok&Ahmethod
from [27] was used in calculating temperatures in these methodsovekview of FEA

and its application to 3D ICs is presented in the remainder of this chapter.

3.2 FEA Background

5 w 6
Z

Figure 3. An eight-node hexahedral element.



In finite element analysis, the design space is first digere or meshed into
elements. Different element shapes can be used such as tetrahddnexahedra. A
four-node tetrahedral element is the simplest possible three-domahslement, but it
does not simulate heat conduction in rectangular structures well. eigni-node
hexahedral element, or more specifically a rectangular prssshewn in Figure 3, can
simulate heat conduction in lateral directions without aberratiotieiprime directions.
Higher order elements, which have larger numbers of nodes, genaadyce better
results, but their derivations are more involved [33]. With FEA, teatpeys are
calculated at discrete points (the nodes of the element), andrpertgures elsewhere
within the element are interpolated using a weighted averades déinperatures at the
nodes. In deriving the finite element equations, the differential iequag¢scribing heat
conduction is approximated within the elements using this interpolati@n.an eight-
node hexahedral element, a trilinear interpolation function is used dcrilke the

temperatures within each element based on the nodal temperatures:

T(xy.2=[NJt} = Z Nit, (2)

where NJ=[Ny Ny ... Ng], {t}={t: t, ... tg}", t; is the temperature at nodendN; is
the shape function for node The shape functions are determined by the coordinates of
the element’s centenx{ Y., Z;), and the coordinates at the nodes,\, z), the width,w,
height,h, and depthd, of the element.
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From the shape functions, the thermal gradieg}t,dan be found as follows:
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Similar to circuit simulation using the modifie@aal formulation [34], stamps are
created for each element and added to the glolsé¢rayof equations. In FEA, these

stamps are called element stiffness matridgdsahd can be derived as follows using the



variational method for an arbitrary element typg]{3

#sides

=[]+ > k] (5)
[k.]= IVH [8]'[D][B]dv (6)

[ki] = [TRINT [NJas (7)
S
K, 0 O
Where[D] =| 0 K, 0 [, k] is the conduction matrixki[h] is the element convection
0 0 K,

matrix, andh'; is the convective heat transfer coefficient orfaeS. The symbol,,

Ky, andK; represent, respectively, the thermal conductwitmethex, y, andz directions.

3.3 Conductive Samp

For a right prism with a width af, a height oh, and a depth ad as shown in Figure
3, the element stiffness matrix is given in Equai{®) as an 88 symmetrical matrix with
rows and columns corresponding to the nodes 1 gfw@u[27]. The matrix describes
heat conduction between the eight nodes, and iteesmepend only ow, h, d, and the
K's as shown in the following matrix. In this mafrihere are conductance terms
between every node in the element including diallpadjacent nodes.

[+A +B +C +D +E +F +G +H]|
+B +A +D +C +F +E +H +G
+C +D +A +B +G +H +E +F
_|+D +C +B +A+H +G +F +E
[k°_ +E +F +G +H +A +B +C +D (®)
+F +E +H +G +B +A +D +C
+G +H +E +F +C +D +A +B

|+H +G +F +E +D +C +B +A]

10
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18w 18 36d 18w o9h 18d
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18w 18 od ' 18w  36h 1&d
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3.4 Convective Samp

If a surface,S, of the element is exposed to convective boundanditions, the
convective heat transfer coefficiertts, and the element convection matriidh]ﬂ are
nonzero. An element convection matrix is createcefich side of the element exposed to
convective boundary conditions as@4symmetrical matrix dependent by, w, h, and
d. For example, if the surface containing node®, B, and 4 of the element in Figure 1 is
exposed to convective boundary conditions with raveative coefficient oh., the stamp
would be as follows:

+4+2 +1 +2
_hwh|+2 +4 +2 +1
k.= 36 |+1+2 +4 +2
+2 +1+2 +4

(9)

andh.whT,/4 would be added to the power dissipation of nddey 3, and 4 wherg, is

the ambient temperature. Similar stamps can bairaat for other surfaces of the

element.

3.5 Element Mesh and Global Matrix

For the entire mesh, the elements are alignedyidgpattern with nodes being shared
among at most eight different elements. The elérmst#iness matrices are combined into
a global stiffness matrix,Kyoba], by adding the components of the element matrices
corresponding to the same node together. The Ighalveer vector, P}, contains power
dissipated or heat generation as represented abttess. This is produced by distributing
the heat generated by the standard cells amongjosest nodes. A linear system of
equations is producedK{iopal{ T} = {P} with { T} being a vector of all the nodal
temperatures. The system of equations is spatseaambe solved efficiently.

11
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Figure4. Mesh of a3D IC.

In these experiments, 3D ICs are meshed intonmgatar prism elements (Figure 3)
as shown in Figure 4 and can consist of three réifteelement types: bulk substrate,
layer, and interlayer elements. Each type of etdgrhas different dimensions and thermal
conductivities. The bulk substrate elements acated at the bottom of the chip attached
to the heat sink. Above the bulk substrate elemard the layer and interlayer elements.
In a 3D IC, the interlayers are composed of iny@arias and bonding materials that hold
the layers together, and the layers contain thecdeand metal levels. The circuits
examined in this thesis are standard cell designishameans that they are composed of
standard cells (logic blocks) arranged in rowsr fRore detailed thermal simulations, the
bulk substrate, layer, and interlayer elementdwatber differentiated into rows and inter-
rows types with appropriate dimensions. Figure dut away to show the standard cells
located at the bottom of each layer in the rowke feat generated by the standard cells

is appropriately applied to the nodes at thesdilmts
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3.6 Isothermic Boundary Conditions

Isothermic boundary conditions are applied todlmbal matrix using the following
procedure [33], and this results in a reduced, ingagar system of equations. Rows and
columns that correspond to fixed temperature valéhin the global matrix are
eliminated, as are the corresponding values imptiveer vector, and the remaining values
in the right-hand side vector are modified using fixed temperature values. For

example, consider the following system:

206

Here,A11, A1z, Ao1, andAy, represent arrays of elements in the global ss8naatrix, T,
is the vector of unknown temperaturds,is the vector of fixed temperaturd, is the
vector of the known power values correspondindngounknown valued;;, andP; is the
vector of the unknown power values correspondinifpéoknown valuesl,. This system
can be reduced as follows:

(AT} ={r}-[A.KT.} (11)
A1 is a nonsingular matrixi;; contain the unknowns, and the right-hand sideeor of

constants so this linear system of equations canb®solved.
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4 Placement Methods

4.1 Introduction

The objective of placement is to produce a nomapeing arrangement of standard
cells that minimize wirelength and possibly satiséyne other design constraints such as
timing, congestion, or power reduction. Placemsntisually divided into two steps:
global placement and detailed placement. Duringbal placement, wirelength
minimization is the primary objective with cell alep removal being a secondary
objective. Most global placement methods produtagments with residual cell
overlaps that require subsequent removal. Durietnileéd placement, obtaining and
maintaining an overlap-free placement is the prymabjective with wirelength
minimization being secondary in importance. OuJee tears, numerous placement
methods have been developed using a variety obappes. Placement methods can be
categorized by the hierarchical and algorithmicrapphes that they use. Large-scale
placement methods may use top-down, multilevellatrhierarchical approaches when
addressing scalability concerns [35]. In additigsacement methods can also be
categorized into three types: analytical, partiign and simulated annealing based
methods with some methods using a combinationesfeghhree types.

Analytical methods for global placement can beherr subdivided into methods that
use quadratic (force-directed) placement and neafinprogramming. More recent
guadratic placement methods includeaftwerk [36], FDP [37] [38], mFAR [39] [40]
FastPlace [41], and grid-warping [42]. Quadratic placement methods minimize
wirelengths using the same type of quadratic objedunction, but primarily differ on
their cell spreading mechanisnKraftwerk uses forces derived from an application of
Poisson’s Equation to spread cells in a mannerlainto electrostatic repulsionFDP
improved on this forced-directed framework by addneg its inherent instability issues.
mFARuses a multilevel approach with fixed points adttethe unconstrained quadratic
formulation. FastPla@ significantly reduced runtimes by using a muanpséer cell
shifting procedure for spreading, yet obtained carable results to other leading placers.

With grid-warping, a grid of the chip is deformed to move cells a@ard retain the

14



relative cell ordering. Other analytical methodsls asAplace[43] andmPL [44,45]
uses nonlinear programming to more accurately medstlength minimization and
overlap removal by combining them together into abgective function and constraints.
Whereas most quadratic placement methods use apfabach with linear systems of
equations, nonlinear methods need to use a mutikgproach to obtain scalability and
only solve the nonlinear formulations directly e tcoarsest level. With this approach,
the netlist is successively clustered until a smalblem size is reached, optimized using
nonlinear techniques, and then successively deckdsstand refined until individual cells
are reached.

Gordian[46] is an older placement method that interweayexdratic placement and
partitioning in its formulation. With this methoduadratic placement is used to guide
partitioning, and partitioning provides constraimis quadratic placement. Currently,
Capo [47] [48], Feng Shui[49] [50] [51], and Dragon [52] [53] are prominent
partitioning-based methods that recursively appt min-cut hypergraph partitioning in
a top-down fashionCapois a fixed-die placer using recursive bisectiothvai multilevel
Fiduccia-Mattheyses (FM) heuristic applied to largeimbers of cells and simpler,
optimal approaches used for smaller numbers of.cEéng Shuis a variable-die placer
that uses recursive min-cut partitioning with muwy partitioning wirelength
improvement. Dragon uses recursive quadrisection for larger blockscells and
simulated annealing locally at the bottom leveim@ated annealing is first applied to
small blocks of cells and then to small numbersdividual cells. Timberwolf[54] is a
simulated annealing method for placement using exalshical approach. Purely
simulated annealing methods are not scalable anel falen to the wayside with recent

advances in placement.

4.2 Force-Directed Placement M ethods

In force-directed methods, an analogy to Hooka¥s is used by representing nets as
springs, and placements are found by determiniegsistem’s minimum energy state.
From the springs, attractive forces are createddmt interconnected cells and are made
proportional to the separation distance and intereotivity. Cell overlap/congestion and

other design criteria are used to derive the repil®rces that counteract the attractive
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forces so that the system does not collapse isiagie point. After repulsive forces are
added, the system is solved for the minimum enstate, i.e., the equilibrium location.
Ideally, this minimizes the wire lengths while étsame time satisfying the other design
constraints.

Fundamentally, force-directed methodologies ingolminimizing an objective
function. Nets contribute certain costs to thigeotive function, and the cost of a

connection between nodieandj is defined as [36]:
Ci ((x, —X f+yi - Yi f+(a - Zi )2) (12)

wherec; is the weight of the connection between the twdescand nodes may be either
cells or input/output (I0) pads. If thg coefficients are combined into a global net

stiffness matrix, €], an objective function is obtained for the entietlist:

%{x}T [cx + %{Y}T [cHy}+ %{Z}T [cfz} (13)

where ¥}, {y}, and {Z are thex, y, andz coordinates of all cells and pads. This

objective function can be minimized by solving tblbowing three systems of equations:
[cix =11}, [cly}=11,}, and[C{Z ={f,}x (14), (15), & (16)

The repulsive forces are represented in the foewtovs, .}, {f,}, and {f;. In the
absence of external repulsive forces, these foeceovs would be zero. The net stiffness
matrix, [C], describes the entire net connectivity and islagaus to a global stiffness
matrix in FEA. These three systems of equatioms i solved in the same way as in
finite element analysis. They can be reduced amadersolvable with the physical
constraints created by fixed IO pads in a methaogous to that shown in Equation
(11). In an iterative force-directed approach,ftvees, §}, { fy}, and {f;}, are updated at
each iteration in the main loop [36]:

1. Forces are updated based on the previous péaatem

2. Cell positions are calculated using Equatidd9-(16) with the new forces.

3. Steps 1 and 2 are repeated until convergence.
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4.3 Partitioning Placement

Given a graph containing a set of vertices aneégdidpe objective of partitioning is to
divide the vertices into equal partitions so thed humber of edges that are cut by the
partition boundary is minimized. This can be egthto hypergraphs, which can more
accurately model netlists, with weighted verticepresenting cells and weighted
hyperedges (edges with more than two verticesesgmting nets. With this formulation,
the goal of partitioning becomes the minimizatioh total weighted cutsize of the
hyperedges with the total vertex weight betweertitmars being equalized within a
certain tolerance. Partitioning placement methadsursively apply hypergraph
partitioning to the netlist in a top-down fashion # is imperative that efficient
hypergraph partitioning algorithms are used at dacél. Fortunately, fast and scalable
multilevel hypergraph partitioner suchlalgletis[55] andMLPart [56] have already been
developed and are currently employed in promindatgrs such aBeng ShuandCapa
In multilevel hypergraph partitioning, the hypengna is successively coarsened,
partitioned at the smallest level, and successiuatyoarsened with partition refinement.
In partitioning placement, cells are assigned giores that occupy a certain physical
portion of the chip. When the region is subdividgdpartitioning, cells are reassigned to
the resulting subregions. For each region, netsdhe connected to the cells inside the
region are extracted, a hypergraph is created th@se nets, and the external connections
of these nets are represented with dummy verticesefminal propagation [57]. The
weights of the vertices are based on the areaeo€elis they represents, and the weights
of the hyperedges correspond to the net weights.

With this basic framework, several advances haenlmade to better translate the
min-cut objective of partitioning into improved wlength minimization. These
modifications address issues concerning cut seguent direction, partition tolerance,
boundary location, and terminal propagation. Titepin which partitions are processed
can have an effect on the final results. A naippr@ach would simply process the
recursive partitions in a depth-first manner. Hwere this would produce intermediate

placements with some parts finely partitioned whakving other areas unpartitioned, and
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consequently making terminal propagation less #ffec A better approach is to
partition the regions in a breadth-wise manner [B8]. Initially, the entire netlist is
placed into a single region, and the region isgdaato a queue. A main loop is entered
with the region at the beginning of the queue beamgoved for processing. If the region
contains more than one cell, it is partitioned istoaller regions which are added to the
end of the queue. Subsequent iterations contintietiae next region at the beginning of
the queue being processed, and the loop is repaatithe queue is empty.

With recursive bisection methods, the cut sequemest more or less alternate the cut
direction in order to produce an even distributadrcells in both directions. However,
the exact cut sequence used by the method canehbig impact on the final results.
Earlier methods simply alternated the cut directa@nrecursive bisection was applied
[59]. Improved results could be obtained whendbedirection is determined for each
recursive partition by comparing the region’s heéigind weight, and partitioning
perpendicular to the longest dimension [47]. In9][4 cut sequence/direction
determination was further improved using a dynapragramming approach based on
Rent’s Rule [60] to determine the optimal cut sewpeae It was found that a simple aspect
ratio method can be used instead to produces nmanal cut sequences. With this
method, if the height to width ratio of the regisnabove a certain value, the region is
partitioned horizontally otherwise it is partitiahgertically. They found that a value of
about two for this aspect ratio worked best fored®ining cut direction on the circuits
that they tested, rather than the expected valoa®for the aspect ratio as used in [47].

Appropriate balance tolerances for partitioning ased so that subregions are not
over-congested and include whitespace considegti6h]. In [47], the problem of
corking was discussed where large cells are prevented ftoyesing the partition
boundary because of balance constraints. To shisgroblem, the balance tolerance is
relaxed early in the refinement to allow largerlsdb be moved, and is gradually
tightened to the desired value as partitioning @eos. After partitioning, the partition
boundaries can be adjusted to better manage wadegf2] and reduce wirelengths [50].
In [47], cut lines were placed on row boundariegase legalization, but this can over-

constrain the area balance, produce problematiowaregions of cells, and degrade
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wirelengths. Thefractional cut method from [50] addressed these issues by not
restricting horizontal cut boundaries to row bouretand by placing cell in rows after
partitioning placement using legalization. In [§&R] [63], cut lines are shifted so that
each subregion gets an equal percentage of whaespa

Another issue in modeling global wirelength mirgation with min-cut partitioning
arises from the interdependence between diffeemons with terminal propagation and
results in the problem of ambiguous terminal pregpag. When partitioning a region,
the exact positions of cells in other unprocessedions are not well defined.
Consequently, external connections to these cedlg rasult in ambiguity in where to
place the dummy vertices used by terminal propagatiA number of solutions have
been proposed to address this problem sugheasment feedbadk4], cycling [65], and
iterative deletion[66] [67]. Using placement feedbagchkpartitions having ambiguous
external terminal locations are repartitioned aftezse external terminal locations are
determined. Withcycling regions at the same level are repeatedly rejoaeil until
terminal propagation stabilizes and no further iomements can be madelterative
deletionbegins by duplicating the vertices in question agithe possible subregions and
iteratively removing the worst duplicate vertexnfrasubregions until only one of the

duplicates remains.
4.4 L egalization and Detailed Placement

Detailed placement is the process of taking alileggh or nearly legalized placement
and making improvement to it. Legalization comglgtremoves residual overlaps that
remain after global placement and may be an integraponent of detailed placement or
may be used on its own prior to any post-optima@aperations performed by detailed
placement. Besides overlap removal, legalizatioay nalso attempt to minimize
perturbations from the original placement or mayther improve on the design
objectives. Sometimes, detailed placement is s&pdiinto two stages with a coarse
legalizer (middle placer) such as Mongrel [68] nmagkisubstantial improvements in
overlap removal before a fine-grain legalizer isafly used. After legalization, post
optimization methods are sometimes used to obtiditianal improvements. The global

placement results can be greatly degraded by ¢jadization process. This is well known
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in wirelength and timing-driven placement, but mago occur with respect to other
design considerations such as repeater counthanddl effects.

The amount of legalization required depends on tifpe of global placement
algorithm used. Recall that there are three typkeglobal placement algorithms:
simulated annealing, partitioning placement, analydical placement. Algorithms such
as simulated annealing generally maintain a futlgalized placement throughout the
process and require no legalization afterwardsmesgartitioning placement methods
[47] assign cells to rows making legalization nsegg only on a localized level. More
recent advances in partitioning placement makeslilegion also necessary for placing
cells into rows [50]. In analytical placement, tlegalization process is much more
involved. Cells, original placed within continuosigace, need to be assigned to regions
and rows, and the cell densities between diffepamts of the chip need to be balanced
before legalization can make local refinements.nalfy, localized movements are
performed to remove overlap between individualscedthin each region and row.

The classification of detailed placement methaddifficult because they may utilize
a number of different algorithms within the samethod, and as noted earlier, some
amount of legalization may be inherent in the pedloeg global placement. There tends
to be four main techniques used by detailed plaoémeethods although most use
elements from more than one of these: network flown-cut, linear placement, and
random methods. Many methods also use additiomamalgorithms that are not easily
classified, but tend to be greedy in nature. hwoek flow methods [69] [70] [71] [72]
[73], a transportation problem is solved using aimum cost flow or shortest path
algorithm. The chip is divided into a grid, andndiy values are calculated for each
region based on the cell area in it. The cost ofing a cell to another region takes into
account wirelength or some other design objectiv@snerally, cells are moved from the
densest regions to the least dense regions foltpvpaths that result in the least
degradation of placement quality. Min-cut methdé] use partitioning algorithms to
recursively separate a placement into roughly epadk while minimizing the number of
connection between them. Linear placement [75houd optimize a linear arrangement

of cells within a single row. A random method [/6lich as one based on simulated
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annealing, randomly moves cells around locallymipriove some objective function.
Generally, detailed placement and legalization fexived little attention in the

published literature. The main focus of placented been on global placement, even
though the detailed work of finding exact legalipoas for cells tends to be much more
difficult. More recent papers address the disarepabetween runtime and quality of
detailed placement methods [77]. Older methodd tenbe either to too slow such as
network flow methods or produce poor results. ©fgapers have suggested that modern
global placement methods have reached their Imméducing wirelengths, but additional

improvements can be made by focusing on detailecephent [78].

21



5 Placement and L egalization of 3D ICs

5.1 Introduction

A key characteristic of 3D ICs is the presenceindérlayer vias that electrically
connect vertically adjacent areas and allow routmggreatly reduce the wirelengths.
However, they are difficult to fabricate, and thdensities are limited. Recently, there
has been a lot of work in the placement of 3D IGthwll major types of placement
algorithms being implemented: nonlinear programmifiig], quadratic/force-directed
placement [27] [80] [81] [82], and partitioning pment [8] [83] [84] [85] methods.
Generally, these methods do not allow the tradeefiveen wirelength and interlayer via
counts to be fully explored. A number of paperk [[B] [83] have investigated the
tradeoff at the extremes of the tradeoff curve,rmitat any arbitrary point in the middle.
Either the wirelength has been fully minimized et regard to interlayer via counts, or
the interlayer via counts have been fully minimiaedhout regard to the wirelength.
Being able to adjust to the desired tradeoff paiatild be of great utility to a designer so
that wirelength can be minimized for any requirateilayer via density. The need to
optimize both wirelength and interlayer via coudifferentiates 3D placement from that
of traditional 2D ICs.

Our previous work in the placement of 3D ICs usefbrce-directed methodology
[27]. However, it did not consider the need to imize the number of interlayer vias and
could not trivially be modified to accommodate thebnsideration. There are a couple
main reasons why the effectiveness of force-dickplacement is limited in the context
of three dimensional integration. First, limitation the number of interlayer vias
necessitate that the number of connections betwas@ns be minimized or controlled.
This can be easily accomplished using a min-cubrdlgm, but the objective of force-
directed methodologies is to minimize the total eldngth in all three directions
simultaneously. Using a different weight in thelirection is not very effective with
force-directed placement because the system oftieqaaor each direction, Equations
(14)-(16), are solved separately and do not diyexftect one another. Second, quadratic

placements typically require an appropriate arrarege of 10 pad connectivity in order
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to produce good results [41] [82]. This was cited41] as the reason whyastPlace
and other quadratic placement methods can not gengood placements for the IBM-
Place benchmarks [86]. For controllability, quaidralacements contain cells within the
bounding box formed by IO pads (and other fixede®)d39]. Without fixed pads
around the chip perimeter, the placement can csglap become unstable. If IO pads are
only present in a single plane perpendicular tozthgis, as would be the case with most
3D ICs, quadratic placement would be unable toeptaals beyond this plane into three
dimensions without additional off-plane fixed contiens or difficult-to-control forces
that push cells off the plane. If all cells startthe samez position, the initial cell
ordering in the vertical direction would make ifdger via minimization difficult.
Considering these issues, it was determined tlpairtitioning-based approach would
be more effective for 3D ICs. Partitioning placernean efficiently reduce interlayer via
counts with its intrinsic min-cut objective and cabtain good placement results even
when 1O pad connectivity information is missing.heftwo primary objectives of 3D
placement are the minimization of wirelength anterilayer via counts. This can be

represented with the following cost function torbmimized:

> Wy +a,, OLV,) (17)

all nets

whereWL is the bounding box wirelength atidV; is the number of interlayer vias for
neti and aiy is the interlayer via coefficient. Our placemem¢thod for 3D ICs is
composed of three different steps with each oneémmmg the cost function: global
placement, coarse legalization, and final legabrat Global placement uses a recursive
bisection algorithm in which the cut direction istermined at each level with the cost
function in mind. Coarse legalization combinegd shifting for spreading with local and
global moves to improve the cost function valuée Tinal legalization places cells in the

nearest available slots based on the cost function.
5.2 Global Placement

Our global placement method uses a recursive timseapproach applied to the 3D
context and is shown in Figure 5. Regions arendefias containing a number of cells

and occupying a certain portion of the placemeata.arWhen a region is bisected, two
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new regions are created from the partitioned listadls and the divided physical area.
Regions are processed in a breadth-wise mannérallyn all the cells in the netlist are
placed into a single region occupying the entigecement area, and this region is placed
into the queue. During each iteration of the mlawp, the region at the front of the
gueue is removed for processing. If the regiontaios more than one cell, it is
partitioned and the resulting regions are addeth@oend of the queue. The main loop
continues until the queue is empty. Region partitig is performed using the

3D_PARTITION algorithm shown in Figure 6 and will be discusksdr in this section.

3D_GLOBAL_PLACEMENT(NETLIST,CHIP,av) {
REGION_QUEUE=EMPTY
NEXT_REGION.CELLS=CELLS OF NETLIST
NEXT_REGION.BOUNDARIES=BOUNDARIES OF CHIP
ENQUEUE NEXT_REGION INTO REGION_QUEUE
WHILE(REGION_QUEUE NOT EMPTY) {
DEQUEUE NEXT_REGION OFF REGION_QUEUE
IF(NEXT_REGION HAS MORE THAN ONE CELL) {

(BOTTOM_REGION,TOP_REGION)=3D_PARTITION(NEXT_REGION, aj)
ENQUEUE BOTTOM_REGION INTO REGION_QUEUE
ENQUEUE TOP_REGION INTO REGION_QUEUE

}
}
}

Figure 5. 3D global placement algorithm

3D_PARTITION(REGION, aiy) {
SET CUT DIRECTION PERPENDICULAR TO THE LARGEST OF

REGION.WIDTH, REGION.HEIGHT, AND aiLv/diaye* REGION.DEPTH
EXTRACT HYPEREDGES CONNECTED TO REGION.CELLS
CREATE A VERTEX FOR EACH REGION.CELLS BASED ON ITS AREA
ADD TERMINAL PROPAGATION VERTICES TO HYPERGRAPH
USING NET CENTERS OF REGION.CELLS
DETERMINE PARTITION TOLERANCE FROM WHITESPACE OF REGION
PARTITION HYPERGRAPH INTO BOTTOM_PARTITION AND TOP_PARTITION
CREATE BOTTOM_REGION AND TOP_REGION FROM BOTTOM HPATION,
TOP_PARTITION, AND REGION.BOUNDARIES
ADJUST BOUNDARY BETWEEN BOTTOM_REGION AND TOP_REB
SO THAT WHITESPACE IS EVENLY DISTRIBUTED
PUT BOTTOM_REGION.CELLS AT CENTER OF BOTTOM_REGION
PUT TOP_REGION.CELLS AT CENTER OF TOP_REGION
UPDATE NET CENTERS OF BOTTOM_REGION.CELLS AND TOPREGION.CELLS
RETURN (BOTTOM_REGION,TOP_REGION)

}
Figure 6. Region partitioning algorithm for 3D global placement.
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Several key improvements are utilized in this iparting placement method to
minimize the cost function given in Equation (1'hdaallow any point on the tradeoff
curve between wirelength and interlayer via denitppe reached. The most important
improvement in exploring this tradeoff is the cutedtion determination method applied
at each recursive bisection. Let theighted deptlof a region be defined as the depth (
direction) of the region multiplied bgi.\/diayer Whereai,y is the interlayer via coefficient
anddiayer is the layer depth or length of a single interfayi@. The direction orthogonal
to the largest of the width, height weighted deptiof the region is selected as the cut
direction. By doing this, the min-cut objectivemmizes the number of connections in
the costliest direction at the expense of allowimgher connectivity in the less costly
orthogonal directions.

Terminal propagation is used so that connectitotypther areas outside the region
being partitioned is taken into consideration. Mt#rminal propagation, nets separated
by a partition boundary are represented with duntenyinals to the external locations.
In our method, a dummy vertex is created for eattmat has external connections and
is fixed in the partition closest to the net cent€he net center is simply calculated as the
average position of cells attached to the net. titlaing tolerance is calculated to
correspond to the amount of whitespace availabkaenregion being partitioned. After
partitioning, the cut line is positioned to ensare even distribution of cell area. The
difference in cell area between the two new regisnssed to adjust the position of the
boundary between them. This results in cut lines being aligned to row and layer
boundaries and makes legalization necessary aftlealgplacement.

The region partitioning algorithm used by the gloplacement method to partition
individual regions is shown in Figure 6. It begmsdetermining the cut direction for the
partition based omn y and the dimensions of the region. Hyperedge<ia@ated from
the nets attached to cells in the region, and cestiare created for each cells and
weighted based on the cell area. For terminal gapon, dummy vertices of zero
weight are created for nets that have externaliyeotions. The partition tolerance is set
to correspond to the amount of whitespace, andhgpergraph is partitioned using

hMetis[55]. Two new regions are created from the partéd list of cells and area. The
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boundary position between the regions is setxtoa( + X ay)/(ap+a) wherex, is the
bottom edge and; is the top edge of the original regiam, is the total cell area in the
bottom region, and is the total cell area in the top region. Ceatishie new regions are
placed at their region’s center, and the net cenbérnets attached to these cells are
updated. Finally, the algorithm returns the twovneegions to the calling global

placement algorithm.
5.3 CoarseLegalization

Coarse legalization is used to bridge the gap &@etwglobal placement and final
legalization. The differences in granularity betwehe two often necessitate the use of
these pre-legalization methods as the global plaoémeglects overlap considerations in
favor of simplicity and global wirelength reductiomhereas legalization works locally to
remove overlap. Placements produced after coagsization still contains overlaps,
but the cells are evenly distributed over the plamet area so that the fine-gained
legalization does not have to worry about the dlalstribution of cells and can focus on
the localized effects of overlap removal. By emsyian even global distribution of cells,
the computationally intensive localized calculationsed in final legalization are
prevented from acting over an excessively wide dmraeach cell movement and
seriously increasing runtimes. Our coarse legitimamethod utilizes a spreading
mechanism called cell shifting to spreading celddbglly, and mechanisms to reduce the
cost function value by moving and swapping celtsally and globally. These local and
global moves/swaps are necessary to counteractiébgeadation in the cost function
caused by cell position perturbation during legdlon. Both the local and global
moves/swaps look within an isosurface of the casction for an available spot that
produces the largest reduction in the cost funotedne. The coarse legalization methods
presented here can not only be used after globakpient but also in conjunction with a
legalizer to make iterative improvements to an téxgs placement during a post-

optimization phase of detailed placement.
5.3.1 Cell Shifting

A cell shifting procedure was developed to overedimmitations discovered with a

similar method used birastPlace[41] and improved runtime and performance. The
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resulting method is extreme effective in rapidlpgucing an even distribution of cells
from placements with highly uneven distributiondjile at the same time, minimizing
perturbations and degradation in quality. In a#ifting, a mesh of density bins is
created, densities are calculated as the ratioelbtfacea in each bin to bin area, bin
boundaries are shifted based on these densities;edlis are moved according to the new
bin boundaries. The process is repeated untilvan distribution of cells is produced.
Cell spreading is achieved as the bin boundarieslafted to reduce densities, and cells
are moved apart. An appropriate application oftrmdimg parameters as presented in
[41] allowsFastPlacés cell shifting procedure to proceed without mgjooblems, but it
also limits its speed and flexibility. Two problemere discovered withastPlacés cell
shifting method that prevents it from being appliedre generally, and our cell shifting
method addresses these issues to produce betds riessignificantly less time. The
first deals with cross-over of bin boundaries et change the relative cell ordering, and
the second problem deals with preventing unnecessareading in order to prevent
unnecessary net expansions. These problems wdlisbeissed in detail in the proceeding
paragraphs.

In the FastPlace method, bin boundaries are moved so that the rdetties to
average the densities of the bins that the boursigpgrates. These new bin boundaries
depend only on the densities and old boundary ipasitof adjacent bins. The method
does not consider how other bin boundaries areglbemved, and a situation can occur in
which new bin boundaries cross-over each otherlbsmudme out of order. When this
happens, as cells are being mapped to the newobindaries, their relative ordering will
change and quality will degradeFastPlaceaddresses this problem by introducing a
parameter to prevent cross-over, but it slows ddvenprocedure, and the problem still
occurs if the parameter is not set correctly. $&ngxamples can be constructed in which
this would be problematic, particularly when adjadeins have vastly different densities
such as during an initial placement where cells dustered together. Our method
addresses this first problem by calculating new ldmandary based on the densities of
bins across an entire row of bins rather than iddiily from adjacent bins.

Second, theFastPlace method continues to spreads cells apart in areais are

27



already nearly legalized, even though this woultdh®dp reduce cell congestion in other
over-congested areas. This method acts only jobaitause bin boundaries are moved
by considering two adjacent bins at a time. Théoe moves bin boundaries to average
the densities between adjacent bins even when diatie bins have densities less than
100%. This allows bins with densities less thaB%Q@o be repeatedly expanded, causing
cells to continue to spread well beyond what isessary for legalization, and
consequently wirelengths are increased unnecegssarifhis could be particularly
problematic when there is a significant amount bitespace present as in the ISPD05
benchmark suite [87]. It might be argued that thisblem can trivially be fixed by
preventing or restricting the movement of bin baanes when the bin densities are less
than 100%, but this would inhibit necessary spmgdieaving the placement with an
uneven distribution of cells. When there is anesscamount of cell area on one side of
the bin in question and space available on theratige, the boundaries of the bin may
need to shift great distances in unison to allowa@sion on the over-congested side.
Because of the local nature fedistPlacés method, it would not be aware of this problem
and can not trivially be modified to overcome this.order to determine whether moving
bin boundaries in nearly legalized bins will helpesvhere within the chip, the densities
of other bins should be considered rather thantustadjacent bins. Our method acts
more globally and addresses this issue by not algpwins with densities less than 100%
to expand, by expanding bin with densities gretitan 100% at the expense of shrinking
less dense bins, and by preventing bin densitiesd®ase above 100% when they are
shrunk.

Our method considers only one single row of bins tme and expands the widths of
over-congested bins at the expense of shrinkingssefya populated bins. This is
analogous to a gas law problem in which there serées of containers with moveable
walls and different pressures in each containeshasvn in Figure 7. In this figure, P is
the pressures of an ideal gas within each containers analogous to bin densities. V is
the volumes of each container and is analogousnteviniths. For the purposes of this
discussion, let the termhin width refer to the adjustable dimension of bin and not

specifically the size of the bin in tixadlimension.

28



P= 0.5 2.0 1.0 0.3 15 0.1

V= 1.0 1.0 1.0 1.0 1.0 1.0
Figure7. Series of containersat various pressures.
According to the gas laws, the shared walls ef ¢bntainers would move so that the

pressures equalize as shown in Figure 8 with Being the new pressures ang Being

the original pressures.

Pos= | 0.5 | 2.0 10| 03 | 15| 0.1

/0.9
Prew= | 0.9 0.9 0.9 0.9 0.9 4

V= 0.56 2.22 1.11 0.33 1.67 0.11

Figure 8. Series of containers after pressure equalization.
If the maximum allowable pressure is 1.0, the press are reduced and volumes are
expanded by more than is necessary for some oé tbestainers. In our cell shifting
scheme, this would cause cells to spread moreithaeeded in order to produce nearly
legal results. Therefore, we should not let thaulteng densities (pressures) to be less
than 1.0 if they were initially greater than 1.Uhe desired result is shown in Figure 9
using our pressure container analogy. Containétspressures above 1.0 are equalized

to 1.0, and container with pressures below 1.@qualize to 0.6.

Poe=] 05| 20 | 1.0 | 03 | 15 | 01

Prew= | 0.6 1.0 1.0 |0.6| 1.0 0.6

V= 0.83 2.0 1.0 05 15 0.17

Figure 9. Pressure equalization with pressurereduction limit at 1.0.
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With this cell shifting method, only a single r@ibins is considered at a time so the
relative cell ordering between adjacent rows mightaffected if there are large changes
in the bin widths during each iteration. In ortleslow the process down and minimized
the degradation in the relative cell ordering, samextia should be applied to the bin
expansions and contractions. During each iterabondensities need to slowly approach

1.0 as shown using our pressure container anafoBigure 10.

Poia= 0.5 2.0 1.0 0.3 15 0.1
Prew= 0.55 1.4 1.0 0.4 1.2 0.2
V= 0.9 14 1.0 0.8 1.3 0.5

Figure 10. Pressure equalization toward 1.0 with damping.

Graphically, the relationship between bin widtld atensity using damping is shown
in Figure 11. In this graphV'/W is the ratio of the new bin width to the old birdth, d
is the original bin densityg®"®" is the slope of the curve for densities less thiae and

a"PP?"is the maximum slope of the curve for densitiesatgr than one.

W/W
w

= a“pper(l—ij +1d>1
w d

‘\\\% =a™(d-1)+1d <1

v

d
1
Figure 11. Cdll shifting bin width versus density.
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In certain circumstances however, all or most @f lins in a row may have densities
greater than one. In this case, some bins witkities over 1.0 need to shrink in order to
allow other bins with higher densities to expand @aeduce in density. This can be
accomplished by reducing the bin width by a factido < 1 when the bin density is equal

to one as shown in Figure 12.

W/W .
W g -1 b,d>1
W d
1
b '\ WI

——=a"(d-1)+b,d<1
W

v

d
1
Figure 12. Bin width versus density for theimproved cell shifting method.
The parameteb is determined by comparing the bin densities aldo@es represented by
an upper density suns,”*® with the bin densities below 1.0 as represented wer
density sum,s°*®, for the same row of bins. These sums are catmlilasing the
following equations:

Supper — Cupperz [l_%j (18)

d>1

glover — Clowerz (1_ d) (19)

ds<i
where cPP®" and ¢ are user defined parameters that determine thee std their
respective curves and are between zero and oriag £/&¢" ands®"®', b, d°"®", anda""P*"

are calculated using the following equations:

1 If SIower > Supper
b= 1
Supper _ SIower + Size

(20)

|f SIower < Supper
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lower ~upper
c S If SIower > Supper
lower

lower _ S
a - CIower (21)
If SIower < Supper

Supper _ SIower + Size

Cupper If SIower > Supper
aUDDer — Cupper

(22)

If SIower < Supper

SUPPET — g + size
wheresizeis the number of bins in the row.

For the entire three-dimensional mesh of densitg,lrows of bins are shifted one at
a time for each direction. An example of a rowbais in thex direction is shown in
Figure 13. In this figuredi; is the density of bini k), B« is the boundary between
bin (-1,j,k) and bin {j,k), andB’. 1« is the boundary between birj,k) and bin & 1,j,k).

di.j,k

BX

. 41, Kk X
J le jk y

Figure 13. Row of cellsin the x direction.

For each row of bins oriented in tka&irection with ay position ofj and az position ofk,
new bin boundariesB;jk, are calculated with the following equation thaes the
density,d;;«, of bins in the row, the specifd®®', a"***" andb values determined for this

row of bins, and the widthW\, of the bins.
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uppe 1 X X H
B = W{aji”[l_d }b”}B"L"‘k G (23)

i-1,j,k

W, (alkaverx (1_ di—Li,k)"' bjx,k)+ Bk 1fdigesl
It should be noted thaB' ;, = By, and B, ;, = BJ,. ;. Wheresizg is the number of

bins in thex direction. The new bin boundaries in other dimw are calculated
similarly.

For mapping the coordinate of celp, X,, in bin {,j,k) to the new bin boundaries, the
same formula is used asHastPlaceexcept we apply a different cell movement retentio

parameterf3,, for each cell.

tiarget — V\W_/):(.(Xp _ B|),(j,k)+ B'i)(,j,k _ B'ix+1,j,k (Xp B B|),(j,k L;XB'i)fj,k (Bl)il,j,k - Xp) (24)
Xp= Bpxeee+ (1= B x, (25)

whereW, is the new bin widthx,*"%*'is the target position, and, is the new position of
cell p after movement retention is applied. In Equa(@4), the target position is in the
same relative location between the new bin bouedas the original position was with
respect to the old bin boundaries. In Equatior), (8% is used to slow down the move to
these new positions and is between zero and ohe.value of3,"is adjusted for every
cell so that if the move tg,*"% causes a large degradation in the cost funciihis
given a smaller value. A simple linear functionused to calculatgd with the
maximum cost function degradation for the row p@dg a/,* of Gnin and the best cost
function improvement producing &" of SBnax Typically values used were 0.5 6k
and 1.0 forBnax
5.3.2 Local Moves

In the local move procedure, the cost functiomfr17) is reduced by moving each
cell to a position in its local vicinity that proces the largest reduction in the cost
function. Besides simply moving a cell to a nevgipon, swapping positions with other
cells is also considered. The target region isnddfas a region of bins withim bin
widths, heights, and depths away from the origotaition, and moves and swaps to each

bin in the target region are considered. The dséined parametan is typically set to
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one so that only adjacent bins are considered amtihre is minimized. A cell move is
considered possible if there is space availabl&entarget region, otherwise the move is
not considered at all. The cost of this move idekithe change in the cost function value
from shifting other cells aside in order to makemofor the new neighbor. A swap
between each of the cells in the target regionse aeonsidered. From these possible
moves and swaps, the one producing the largesttiedun the cost function is executed.
5.3.2.1 Efficient Cost Reduction Calculation

It would be inefficient to recalculate the valuktbe entire cost function for every
possible move so only the change in the cost fancis calculated by making the

net

following partial calculations. Each net’'s contrilton, ¢, to the cost function in

Equation (17) is calculated using Equation (26).
¢ =WL +a,,ILV, (26)

whereWL, is the bounding box wirelength of netLV; is the number of interlayer vias

for neti, andai.y is the interlayer via coefficient. A cost valw#®, is calculated for

each celj by adding the costs of its attached nets as slm&quation (27).

C(j:ell — zcinet (27)
attachedhets
When a move for celil is being considered, the change in the cost foncg™" is
calculated using Equation (29);
Cu}‘ell - zcuinet (28)
attachedhets
move _ | cell
ciot =it —cy (29)
wherec’""is the net cost of attached nidf the move is executed ard®®' is the cell

cost for a moved cejl After a move is executed, the net costs aretepgdand lists of

cell

¢"" and ¢ are maintained so that™"® can be quickly calculated for each potential

move. The cost of a swag,>"®, between cell$ andj can be calculated with Equation

(30). The new cost value;*®" andc’;®®" are calculated with the positions swapped.

Cijswap - CiceII _ Cjcell _ C:icell _C:?ell (30)
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5.3.2.2 Implementation

The procedure begins by finding the cost reduatiothe best possible move for each
cell without actually making any moves. A list oélls is sorted by the best cost
reduction, and the algorithm processes cells basethis order, starting with the cell
having the largest cost reduction. When procesaingll, previous moves made by the
algorithm are taken into account, and the bestiplessove for a cell is recalculated and
executed when it is actually processed. The maeewged for each cell may differ from
the initially calculated best move used in deterngnthe processing order, but it is
important to use the actual state of the placena¢rthe time of processing so that
previous moves are taken into account. If no mvéound that reduces the cost

function, then the cell is not moved. The entlgoathm is shown in Figure 14.

LOCAL_MOVES {
FIND BEST COST REDUCTION FOR EACH CELL
SORT BASED ON BEST COST REDUCTION
FOR EACH CELL {
FIND AND EXECUTED BEST MOVE OR SWAP
UPDATE COST VALUES

Figure 14. L ocal move procedure

5.3.3 Global Moves

The global swap procedure from [77] was modifiediriclude three dimensional
considerations. This global swap/move procedurevemocells globally to a target
position in the optimal region. An optimal regifor a cell is the area in which the cell
should be placed in order to achieve the largessipte reduction in the cost function
value assuming all other cells remain in their entrpositions. This is based on the
optimal region idea from [77,88] and the cell clstction idea from [75]. Based on the
positions of other cells in the attached nets, dpgémal region may be a point, line
segment, rectangle, or rectangular prism. Takiig account net weights anrly, we
are more interested in a larger target region afaine optimal region that has cost
function values less than a certain value. Howesa&e must be taken to prevent the

target region from encompassing too large of ara,aparticularly if there are large
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differences in the slope of the cost function ifiedent direction. For each cell, the swap
or move to the target region that produces theekirgeduction in the cost function is
performed.
5.3.3.1 Target Region

For each cell, a target region is created arobedptimal region in which to search
for an optimal move or swap. In [77], the optimagion is determined by finding the
minimum and maximum cell positions, excluding thal dn question, of each net
attached to the cell, and the boundaries of th@naptregion are determined by the
medians of these cell positions. However, thiondy applicable in minimizing the
unweighted bounding box wirelength. In 3D ICs, mast take weighted nets and the
interlayer via coefficient into consideration anel &ble to explore the tradeoff between
wirelength and interlayer via counts. In our metha target region is created around the
optimal region using the cell cost function thasad&es the change in the objective
function with respect to cell position. This regis expanded in such a way as to allow
wirelength and interlayer vias counts to be traoléd

The procedure for creating the target regionstmh cell is shown in Figure 15. At
the beginning of this procedure, piece-wise linfeactions are created in each direction
to represent the cell cost function and are stasetists of position and cost pairs i C
Cy, and G. The cell cost function in thedirection, G, is scaled appropriately using
av/dayer. Another list, V, is created to approximate thitionship between cost, w, in
the cell cost function and region volume, v. Facte directiond, the maximum cost
value, W™ of G, is determined, and the volume of the regignwithin this cost value
is determined from £ C,, and G. The desired volume for the target regiogs, is
used by V to approximate the cost valug.ge, Needed to achieve this target volume.
The global move algorithm setgget to be a small percent of the total chip volume
representing a fixed number of bins. The boundaiethe target regiom,™, p "

max

p, ™" p," p,™" andp,"® are determined by uSiNgageron G, C, and G.
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TARGET_REGION(cell i ,region_volume v target ) {
FOR d= x, y,and z{
Co= CELL_COST_FUNCTION(@, i)
}

C,= a’ILV/dIayer .C

V = LIST of (w,v) pairs
FOR d= x, y,and z{
W "™ =maxwofC ¢
FOR t = x, y,and z{
(pt mm, Pt max):REG|ON_SPAN(t ,C, W dmax)

Vg :( I:)Xmax_ p Xmin)*( pymax_ p ymin)*( I:)Zmax_ p Zmin)
ADD (W ™ v g)toV
}

SORT V by w
j =0
WHILE(( ] <3)and (V] JIv<V  aget )){
j = j+ 1
m= (V[ JlwV JAWC d1VC o] )
Warget = M* (Viaget -C 4[] -1].V)+C af[J -1l.w

FOR d= x, y,and z{
( pdmm’ pdmax):REGION_SPAN(d,C ds V\&arget)

max

RETURN I:)Xmin’ I:)Xmax’ pymin’ pymax’ I:)Zmin’ and o
Figure 15. Target region constructor

The cost function components,, ©,, and G are created using the algorithm shown
in Figure 16. The algorithm begins by finding theaimum and maximum cell positions,
excluding the original cell, of all attached nesing the algorithm presented in Figure 17.
These position values are added to the ligfdC each directiord along with the net
weights. The boundaries of the chip are also adddthe list to extend the cell cost
function’s range across the entire chip. The @gt,is sorted by position, and the weights
stored in the w values of Gre replaced with the slopes of the cost functibthese
positions. The slopes of the cost function aremeined by subtracting the slope of the
adjacent position on the left side from the posiBowveight. Next, the cost values are
determined for each position, and the slope vadueseplaced with them in the process.

The cost value for a position is calculated by madiing the product of the slope and
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distance to the adjacent right-hand side positipithie cost value of the adjacent right-
hand side position. Finally, the cost functionues are translated so that the minimum

cost value in gis equal to zero.

CELL_COST_FUNCTION(direction  d, cell i){
Cy = LIST of (p,w) pairs
Wotar =0
FOR EACH NET j ATTACHED TO CELL i {
Wotal = Wotar + W net
(Pgmn, Py = PARTIAL_BOUNDING_BOX(d, i, j)
ADD ( Py, w;™)and( Pm™ wi™)toC ¢4

ADD ( chip ™, -Woa )and ( chip ¢™, Wipm )tOC ¢

SORT Gy by p
CGi[O].w = - Wotal
size = length of C d
FOR j =1tosize-1{
Cdlw=C gflw-C  gf-1]w

Cy[size-ll.w =0
FOR | =size-2to 0 {
} Calj Jw=C o[ j#1 Jw—C o[j*1 [.p-C o[ ]P)*C dl]]wW

wq™ =minwofC 4
FOR j =0tosize-1 { _
C ¢Jw=C dlil-w - w g

}
RETURN G
}
Figure 16. Cell cost function constructor.
PARTIAL_BOUNDING_BOX(direction d, cell i,net j){
min 4 = position of net center j in d direction
maxy = position of net center j in d direction
FOR EACH CELL k inNET j EXCLUDING CELL i {
p " = position of cell k in d direction
IF( ming >p ")
ming = p I(ceII
ELSEIF(  max <p )
maxq =p «“
}
RETURN ( ming, maxg)
}

Figure 17. Bounding box algorithm for net j excluding cell i.
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The REGION_SPAN procedure used by Figure 15 isgmed in Figure 18. This
algorithm finds the region in which the values loé tost function gare less than some
targeted cost valu@yiager The algorithm returns the minimurpdmin , and maximum,
pd" boundaries of the region. Basically, it lookskath directions to find a line

max

segment can contailgarge: and calculatepdmi” andpg - using an equation that describes

the line.

REGION_SPAN(direction d, listC d, W_value  Warget N

size = length of C d

i =0

WHILE(( i < size)and (C alil.w > Warget )) {
= i+1

}
m=(C o[il.p-C  qfi-1].p)(C ~  al]lw-C q[i-1].w)
pc™ = M* (Waget -C dli-1lw)+C  g[i-1].p

i =size-1

WHILE(( i>=0 )and (C 4[i]lw > Warget )) {
= i-1

}

m=(C o[i+1].p-C  d[l.P(C  di+1]w-C  [i].w)

pd™ = m* (Waget -C dfilw)+C ali]-p

RETURN ( pg™, pda™)

Figure 18. Region span determination.

5.3.3.2 Implementation

The entire algorithm used for performing globadves and swaps is shown in Figure
19. The method utilizes efficient cost functioricasation techniques discussed Section
5.3.2.1. The global move procedure begins by eding the best possible cost reduction
for each cell by calculated the cost differenceveen the cell’'s current position and its
optimal region. The cell processing order is deieed from this estimated cost
reduction. For each cell, a target region is em&b contain approximatetya.ge: bins for
move and swap consideration. Moves to every bihsavaps with every cell in the target
region are considered, and the best one is execétell move is only considered when
there is enough space available in the target megiod the cost of the move includes the

effects of moving other cells aside to make roothno swap or move is found to reduce
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the cost function value, then the cell remaing urrent position. After a move or swap

is executed, the cost function is updated.

GLOBAL_MOVES {
FIND BEST COST REDUCTION FOR EACH CELL
SORT BASED ON BEST COST REDUCTION
FOR EACH CELL i {
DETERMINE TARGET REGION FOR CELL i
FIND AND EXECUTED BEST MOVE OR SWAP
UPDATE COST VALUES

Figure 19. Global move procedure

5.3.4 Implementation

Its possible to combine the local move, global eyoand cell shifting procedures
presented in the previous section any number ofswdgut in any algorithmic
combination, the density profile disruptions caubgdocal and global moves must be
balanced with cell spreading provide by cell shdti In addition, cell shifting must be
performed iteratively to achieve a uniform disttiba of cells. Since there is no way to
ensure the density abnormalities caused by thd &wh global moves can be balanced
with one iteration of cell shifting, cell shiftinguust be put into a loop of its own. The
following algorithm was developed to perform coalsgalization given a desired
maximum bin densityDmnax, that is close to but not equal to one. The @aensity
mesh used by this method has bin widths equal éowtidth of two cells, bin heights

equal to two row heights, and bin depths equah®layer.

COARSE_LEGALIZATION(Rha) {
WHILE( dmax>Dmax) {

New_Diax= d max
GLOBAL_MOVES
LOCAL_MOVES
WHILE( dma>new_Dmax) {

CELL_SHIFTING

CELL_SHIFTING

Figure 20. Coar se L egalization Algorithm
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5.4 Final Legalization

With our placement methodology, legalization i®kam up into two steps: coarse
legalization and final legalization. Coarse lematiion, as presented in Section 5.3, is
performed to ensure a uniform density of cells serhe chip so that final legalization
can be performed with minimal global perturbatiGarsd expedited run times. Final
legalization puts cells into the nearest availaplace that produces the least degradation
in the cost function. Our legalization procedusswuanes that the cell distribution has
already been evened with coarse legalization aed to move cells only locally. For
each cell, the algorithm looks for an availableij@s near its original position and the
search area is gradually expanded until a spatiad. A much finer density mesh is
created for the final legalization process than twlas used with course legalization.
This fine-grained density mesh is created with apipnately the same number of bins as
cells. The bin widths were set the average calthyithe bin heights corresponded to one
row, and the bin depths corresponded to one lajreicoarse legalization, bin densities
are calculated by dividing the cell volume thainside the bin by the bin volume. In
final legalization, bin densities are calculatechimore fine-grained fashion by dividing
the precise amount of cell width in the bin by ke width.

5.4.1 External Capacities

To ensure that densities are precisely balancédeka different halves of the
placement, the amount of space available or ladpate available is calculated for each
side of the dividing planes formed by the bin baannes. An external capacity valles;
is calculated to determine the space availableithereside of a bin boundary. If it is a
negative number, it indicates how much cell aresdad¢o be moved from one side of the
bin boundary to the other. External capacity valaee calculated for both the right and
left sides of a bin boundary and for the bin bouigdain all three directions as shown in

Figure 21.
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Figure 21. xy-cross-section of density mesh showing external capacities

External capacities are calculated for every comimionboundary in the density mesh

using the following equations:

_ sizg, ~1size, -1
I =eq? +sizesizg - > > d .y,
i=0 k=0
size, ~1size, -1
e eiﬁ —e e“l + sizesize — Z‘) kz(:)di'j’k
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size, -1sizg -1
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-

k=0
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e =eg™™ +sizgsizeg - > Did

i=0  j=0
size, ~15sizg, ~1

eft _ eft R R _
e =ec" +sizgsize z Zodi'i'k
J:
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(31)

(32)

(33)

(34)

(35)

(36)

whered, ; is the density of bini,{,K), size is the number of bins in thedirection,sizg is

the number of bins in thedirection, andize is the number of bins in ttedirection.
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After the external capacities are determined, r@ctkd acyclic graph (DAG) is
constructed in which directed edges are creatan fssms having an excess amount of
cell area to adjacent bins that can accept additicell area, and this graph is saved as an
adjacency list. There are two cases in which tliaseted edges are created. In both
cases, at least one external capacity of the tiireetions on the target bin side must be
greater than zero to signify that there is spa@lade on the target bin side of the bin
boundary. In the first case, a directed edgeaated from a source bin that has a density
greater than one to an adjacent bin that has atgéess than one. In the second case, a
directed edge is created when an external capawitiie source bin side is less than zero.
This signifies that there are too many cells ondberce bin side of the bin boundary.
Figure 22 illustrate these two cases: edgesdc show the first case and edigeshows

the second case.
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Figure 22. Density mesh showing directed edges

After the adjacency list is created, static timiagalysis (STA) is performed to
determine the order in which bins should be praes®Bins having the same criticality
are grouped together and giving the same prioritgnimer. From the static timing

analysis, the arrival times determined which biescto be processed first. Bins with the
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latest arrival times are given a priority valuezefro, and bins with the earliest arrival
times are given the highest priority value.
5.4.2 Target Regions

For each cell, a target region is created around the origindlpmsition ,y:,z) in
which to look for an available spot to place th#.cé space is not available, the target
region is incrementally expanded. A simple apphnotx expanding the target region
would be to increase its size by one bin widthghgiand depth at a time. However, if
the chip is divided into smaller bins in one direstor weighted differently in different
directions, the target region expansion would uhfdé@avored one direction over another.
Precautions must also be taken so that the nunfbbms being considered does not
expand across the entire chip such as if the diffegs in weights or bin sizes in between
directions is quite large. An algorithm was depeld that selects a region of bins within
a weighted distance away from the original posgieach that each direction is given
equal consideration with respect to the cost famctiThex andy directions are equally
weighted, but in the direction, a weight ofn v/dayer iS used wheren,y is the interlayer
via coefficient andyer is the layer depth or length of an interlayer via.problem can
arise, for example whe vy is very large, in which the number of bins beioggidered
would expands across an entire layer of the cpr target region expansion algorithm
prevents this by expanding by at most one bin widéight, or depth per iteration.

The boundaries of the target region are defined'#y the uppex boundaryy,>°"™™

the lowerx boundaryy,, the uppery boundaryr,”*" the lowery boundaryy,?, the

upper z boundary, and ™"

the lower z boundary. Scaling factors are used t
normalize thex, y, andz directions and are denoted wgh s,, ands,. The target region

expansion algorithm initializes the target regiooutdaries and scaling factors as

follows:
ell
r);rop — XiCe” + Vv; (37)
ell
I,Xbottom - Xicell _ Wé (38)
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we
r;op — ylceII +% (39)
\Ncell
bottom — ylceII 2 ( 40)
ell
rztop — ZiceII +% (4]_)
ell
bottom ZIceII VV; (42)
5, =W, (43)
s, =W," (44)
bin
s, = —”'EVWZ (45)
layer
Suex = MaXs,, S, S,) (46)
Swn =Min(s,,s,,s,) (47)

cell cell _cell ceII cell

where %" yie! z°® is the original position and; ", , andw, - are the width,
height, and depth of call

During each expansion, the target region is exgary the region expandees, ay,
and a;, on the tops and bottoms of the region. The regiwpanders depend on the
minimum scaling factorsyin, in order to prevent the region from expandingrmyre than

W;""™ on the top and bottom in any directién

B Smmem
a = (48)
S,
bin
5, = % (49)
y
S
y
bin
a = Smn:" (50)
S,

If both the top and bottom boundaries of the regmoeed the boundaries of the chip in
that direction, its scaling factor is setggux SO that it's removed from consideration in

determiningsmin. The target region expansion algorithm procesdshawn in Figure 23

45



with the boundary and scaling factors of regpassumed to be properly initialized as

discuss earlier.

TARGET_REGION_EXPANSION(region R, cell i){
FOR d= x,y, 1z {
IF( 14" >chip_top g)and( r "™ <chip_bottom ¢){
Sd = Smax
}
}

Smin = MIN( Sy, Sy, Sz)

FOR d= Xx,Y, z {
as= Sqa W/  Smin
rdtop =r dtop + ag
rdbottom =r dbottom - ag

Figure 23. Target Region Expansion Algorithm

5.4.3 Implementation

The entire final legalization algorithm proceedsshown in Figure 24. The algorithm
is initialized by creating the density mesh andedatning the density of each bin. In the
process, a list of cells that cover each bin isate@ and maintained for efficiency
purposes. Using the bin densities, the externahaties are calculated, and a directed
acyclic graph is created in order to determineliimeprocessing order. A simple static
timing analysis algorithm is used on this grapldétermine bin priorities. Next, the cell
processing order is determined for each cell bggutiie maximum priority value of the
bins that it covers and a rough estimate of thestMonprovement value that can happen
within its target region. A worst improvement valis determined for each cell by
finding the worst improvement of any move to a posi within two target region
expansions from the cell’'s current position. Tassumes pessimistically that the only
spot available to place the cell will have the émtgdegradation in the cost function value,
and this gives an idea of the criticality of plagithe cell in terms of cost function
degradation. The later the cell is processednthee likely it will be placed in the spot
with the worst improvement/degradation. Howevethe cell is processed earlier, this
can be avoided by placing it close to its origipasition where no cost function change

would occur. Cells that are less sensitive to shisuld be processed later. In order to
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determine the cell processing order, the list difsds sorted first by the maximum bin
priority and second by the worst improvement valuéghis is done so that the cell
processing order is determined first by overlapaeah criticality then by cost function
criticality.

FINAL_LEGALIZATION {

CREATE BIN DENSITY DAG
DETERMINE BIN PRIORITES WITH STA OF DAG

FOR EACH CELL {
DETERMINE MAX PRIORITY FROM BINS IT COVERS
FIND WORST IMPROVEMENT WITHIN TARGET REGION

}
SORT CELL LIST BY PRIORITY AND WORST IMPROVEMENT

FOR EACH CELL {
INITIALIZE TARGET REGION
WHILE(AVAILABLE SPOT NOT FOUND) {
PERFORM TARGET REGION EXPANSION
FIND AVAILABLE SPOT WITH BEST COST

}
EXECUTE BEST MOVE

Figure 24. Final Legalization Algorithm

Following the previously determined processingeoréach cell is placed into its final
position. For each cell, a target region is crtabed gradually expanded until a spot is
found to place the cell into a legal position. Thgial target region gives the cell’'s
original position first preference in where to @athe cell. After the target region is
expanded, the algorithm finds all available spoithiw the target region and places the
cell in the one that gives the best improvemeniéncost function. If an available spot is
not found, the target region is expanded, and ¢laech for an available spot is repeated.
In looking for an available spot, the target regisnbroken up into constituent row
segments. For each row segment in the targetretie amount of available space is
calculated by subtracting the widths of previoydlyced cells in the row segment from
the width of the row segment. If the width of &l is less than this value, then space
can be made available at the target position byimgosells apart within the row segment

in spot that the cell is placed. If space is aldé, the cost of moving the cell to each bin
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in the row segment is determined, and the best nwowecord. The cost of each move
includes the change in the cost function value thatlts from moving already placed
cells in the row segment aside to make room forrtee cell. Of all the rows with

available space, the row with the best move asathosen, and that move is executed.
5.5 Post-Optimization

The final legalization algorithm can produce saangount of degradation in the cost
function value because its primary purpose is talpce a fully legalized placement. By
construction, an already legal placement will netdhanged by the final legalization
algorithm, and no improvements can be made to sady legal placement by itself
alone with respect to cost function reduction.older to recover the cost function results
obtained from global placement and even improvéhem, iterative improvements to the
legalized placement can be performed using a pasnhzation method. A post-
optimization procedure, as shown in Figure 25, degeloped to combine the iterative
improvements provided by coarse legalization whi ¢omplete legalization provided by
the final legalization algorithm. In the algorithrthe main loop is repeated until the
amount of improvement being made is below a cet&inl. In beginning of the main
loop, cells are moved and swapped both globally lacdlly. Next, cell shifting is
performed to even out the densities and prepareldtement for final legalization. At
the end of the main loop, final legalization is fpemed so that legal positions are

obtained before the next iteration.

POST_OPTIMIZATION {
WHILE PLACEMENT IS IMPROVING {
GLOBAL_MOVES
LOCAL_MOVES
WHILE(  dma>Dinad) {
CELL_SHIFTING

}
FINAL_LEGALIZATION
}
}

Figure 25. Post-Optimization Algorithm
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5.6 Implementation

Our entire placement method for 3D ICs is showrFigure 26 and combines the
global and detailed placement algorithms preseetmtier. The same cost function,
Equation (17), and interlayer via penalty,y, were used by all algorithms. The
placement method begins by extracting the netlinst ereating the appropriate data
structures. Global placement is performed withagtifioning-based placement of an
initial placement. The initial placement is consted with all the cells placed at the
center of the chip with nets and 10 pads positicexszbrdingly. Partitioning placement is
performed with terminal propagation initially usititese positions. As the placement is
recursively partitioned, the positions are refirfiedterminal propagation. The method
uses recursive partitioning until single cells srached, with cut directions ensuring cost
function minimization and cut boundary shifting ensg even cell distributions. After
global placement, detailed placement is performgidguthe coarse legalization, final
legalization and post-optimization methods. Afartitioning placement, the placement
is already fairly uniform. However, to provide #ilthal improvements to the cost
function and guarantee an even density distribufmmthe final legalization, coarse
legalization is performed. Next, final legalizatiproduces a completely legal placement.
Finally, post-optimization produces as series oprioning legalized placement until it
converges, giving the final placement.

3D_PLACEMENT( aiv {
EXTRACT NETLIST
INTIAL_PLACEMENT
PARTITIONING_PLACEMENT
COARSE_LEGALIZATION
FINAL_LEGALIZATION
POST_OPTIMIZATION

Figure 26. 3D Placement Method
5.7 Results
The 3D placement method was implemented in C+¥prua Linux workstation with
a Pentium 4 3.2GHz CPU and 2GB memory, and incatpdrhMetis [55] for

partitioning. Benchmark circuits from the IBM-PLACsuite [86] were used to test the

placement method and are shown in Table 1. The at@as shown in Table 1 are the
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footprint areas for the circuits when four layers ased. Vertical dimensions of the 3D
ICs were based on the design specifications for Miicoln Labs’ 0.18m 3D FD-SOI
technology [24] [89] [90]. However, we simulateldetfuture progression of 3D IC
technology by using four layers and face-to-backding [26]. From these technology
specifications, layer thicknesses were set tpr, 7and interlayer thicknesses were set to
0.7um. Inter-row spaces were set to a quarter ofdlaeheight in order to reserve space
for interlayer vias, and an addition 5% whitespaes made available within the rows.
The lateral X andy) cell dimensions of the benchmarks were preseseeitiat the results
can be compared to other work.

Table 1. Benchmark Circuits

name | cells nets iOpadSC_h'IO area (1)
with four layers

iIbmO1 | 12282 | 13056 246 6.03E-06
ibm02 | 19321 | 19291 259 8.60E-06
iIbm03 | 22207 | 26104 283 9.01E-06
ibm04 | 26633 | 31328 287 1.22E-05
IbmO05 | 29347 | 29647 1201 1.50E-05
iIbm06 | 32185| 34935 166 1.17E-05
ibm07 | 45135| 46885 287 1.97E-05
iIbm08 | 50977 | 49228 286 2.14E-05
iIbm09 | 51746| 59454 285 2.21E-05
iIbm10 | 67692| 72760 744 3.77E-05
ibm11 | 68525| 78843 406 2.87E-05
ibm12 | 69663 | 75157 637 4.15E-05
ibm13 | 81508| 97574 490 3.26E-05
ibm14 | 146009 150262 517 6.80E-05

iIbm15 | 158244/ 183684 383 6.34E-05

iIbm16 | 182137 188324 504 8.92E-05

ibm17|183102 186764 743 1.04E-04

iIbm18 | 210323 201560 272 9.88E-05
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Two variations of the 3D placement method fromuFég26 were used in these
experiments. The course legalization step waspskipin these methods because
partitioning placement produced fairly even dendistribution in these experiments. To
obtain rapid results, a fast 3D placement procedia® developed as shown in Figure 27
with hMetis using only one run and local swaps and moves moigbremoved. To
produce more accurate results but at the cosgaffsiantly longer runtimes, a slow 3D
placement method was developed shown in Figure i#8 hivletis using the 10 runs,
optimal regions expanded to 10 bins, and local swapd moves being used. The
tradeoff between these methods will be discusse8ection 5.7.4. In both of these
methods, density bins used for cell shifting wekeig widths of two times the average
cell width, heights of two times the sum of the ramd inter-row heights, and depths of
the layer plus interlayer thicknesses. Cell ghgftiterations were terminated when the

maximum bin density falls below 110%.

FAST 3D_PLACEMENT {
PARTITIONING_PLACEMENT WITH ONE RANDOM START
GLOBAL_SWAPS TO ONE OPTIMAL REGION BIN
CELL_SHIFTING UNTIL UNIFORM DENSITY
FINAL_LEGALIZATION
}
Figure 27. Fast 3D Placement Method

SLOW 3D_PLACEMENT {
PARTITIONING_PLACEMENT WITH TEN RANDOM START
FINAL_LEGALIZATION
REPEAT 10 TIMES { /* post-optimization */
GLOBAL_SWAPS/MOVES TO TEN OPTIMAL REGION BINS
LOCAL SWAPS/MOVES
CELL_SHIFTING UNTIL UNIFORM DENSITY
FINAL_LEGALIZATION

}
}
Figure 28. Slow 3D Placement Method
5.7.1 Tradeoff between Interlayer Via Count and Wirelength
Legalized placements were produced using the3fagtlacement method, Figure 27,
over a wide range of interlayer via coefficientsy, for the benchmarks shown in Table

1. From these placements, tradeoff curves weadenidetween interlayer via counts and
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wirelength as shown in Figure 29 and Figure 3@ufg 29 shows the tradeoff curves for
the ibmO1 to ibm09 benchmarks, and Figure 30 shbedradeoff curves for the ibm10
to ibm18 benchmarks. In these plots, as the nurobémterlayer vias decreases, the
wirelength increases for all benchmark circuitamitr values ofaiy produce similar
effects on the wirelength and interlayer via cowat®ss a wide range of circuit sizes. In
Table 2 the wirelengths are a given over this range w@riayer via coefficients, anthble

3 gives the interlayer via countsigure 31shows the percent increase in the wirelength as
the interlayer via coefficient is increased, &iglire 32shows the percent reduction in the
interlayer via counts as the interlayer via codfit is increased. As can be seen, large
reductions in the interlayer via counts can beiabthwith corresponding large increases
in the wirelength. Conversely, a large wirelengtduction can be obtained with large
increases in the interlayer counts. The perceanhgh in both wirelength and interlayer

via counts for the tradeoff are similar acrosdahchmarks.

90000 Tradeoff Curves for ibom01-ibm09
T - ibm01
80000 - ! ~+ ibm02
T ibm03
70000 b -—ibm04
- ibm05
§ 60000 - ibm06
8 —ibm07
@ 50000 - — ibm08
z — ibm09
% 40000
3] .
£ 30000 - N eeotfent
20000
10000 -
0 1 T T T T T T T T T T
2 4 6 8 10 12 14 16 18 20 22 24 26
Wirelength, m

Figure 29. Tradeoff between wirelength and interlayer via count for ibm01 to ibmOQ9.
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Figure 30. Tradeoff between wirelength and interlayer via count for ibm10toibm18.

Table 2. Wirelength for ibm01 toibm18 astheinterlayer via coefficient isvaried.

ILV Coefficient, ajv

8.0E-07 | 3.2E-06 | 1.3E-05 | 5.1E-05 | 2.0E-04 | 8.2E-04 | 3.3E-03 | 1.3E-02
ibm01 2.34 2.36 2.40 2.46 2.97 3.82 4.03 4.03
ibm02 6.54 6.57 6.61 6.69 7.49 9.97 11.64 11.64
ibm03 6.24 6.26 6.31 6.43 7.29 8.86 9.41 9.44
ibm04 7.83 7.87 7.90 7.95 8.69 10.33 12.37 12.37
ibm05 16.80 16.87 16.93 16.96 17.64 19.27 23.62 23.64
ibm06 10.34 10.42 10.31 10.37 11.34 13.69 16.01 16.07
ibmQ7 14.67 14.73 14.77 14.92 16.55 20.30 24.83 24.82
-;‘? ibm08 15.82 15.89 16.00 16.20 17.84 21.93 25.77 25.79
E ibm09 13.72 13.74 13.89 14.09 16.14 19.37 22.57 22.59
% ibm10 25.62 25.78 26.07 26.29 29.40 35.66 44.57 44.64
o jbm1l 19.98 20.16 20.21 20.52 23.16 28.49 33.19 33.19
ibm12 34.12 34.34 34.55 34.61 37.61 46.35 57.80 57.88
ibm13 25.04 | 25.19 25.33 25.72 29.11 36.62 43.27 43.27
ibm14 55.05 55.25 55.60 55.74 60.18 70.48 87.81 94.07
ibm15 63.76 63.97 64.07 64.57 69.98 81.44 98.06 | 101.56
ibm16 80.21 80.55 81.04 81.46 88.59 | 105.96 | 134.03 | 141.86
ibom17 | 116.90 | 117.42 | 117.76 | 118.10 | 125.90 | 148.01 | 188.62 | 200.98
ibm18 86.20 86.50 87.11 87.85 95.45 | 113.10 | 137.78 | 153.69
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Table 3. Interlayer via countsfor ibmO1 toibm18 astheinterlayer via coefficient isvaried.

ILV Coefficient, ajLv

ibm18
ibm17

Benchmark

ibm07

<
=)
£
2

ibm02
ibm01

B 60%-70%
@ 50%-60%
W 40%-50%
0 30%-40%
0 20%-30%
B 10%-20%
@ 0%-10%

8.0E-07 | 3.2E-06 | 1.3E-05 | 5.1E-05 | 2.0E-04 | 8.2E-04 | 3.3E-03 | 1.3E-02
ibm01 20500 | 19386 | 16180 | 10802 5388 2815 745 494
ibm02 32440 | 30776 | 25458 | 18535 | 11981 6143 1395 860
ibm03 34873 | 32289 | 25210 | 17387 9970 6269 2278 1949
ibm04 42426 | 39742 | 32110 | 23781 | 14237 8575 2437 2047
ibm05 49775 | 47628 | 39985 | 28999 | 20285 | 14936 6744 5923
ibm06 55348 | 52391 | 42567 | 32288 | 20287 | 11211 3331 2472
ibm07 74506 | 70620 | 58322 | 41517 | 24773 | 14797 3678 2849
—;éu ibm08 80857 | 75979 | 61650 | 43325 | 26387 | 15128 3282 2590
E ibm09 83960 | 78436 | 65015 | 45477 | 24970 | 13743 3043 1789
2 ibm10 115477 | 109912 | 92129 | 62877 | 35246 | 20136 4086 2390
g ibm11 112902 | 106159 | 86114 | 59382 | 33589 | 19550 4454 2693
ibm12 121390 | 116399 | 99556 | 73041 | 44497 | 24584 6720 3972
ibm13 139256 | 130812 | 103809 | 72355 | 41853 | 23805 4519 2627
ibm14 238958 | 224999 | 184956 | 132781 | 80711 | 48879 | 11036 4157
ibm15 275913 | 259795 | 211669 | 155660 | 91862 | 54503 | 11822 6404
ibm16 319763 | 303929 | 256208 | 182603 | 105992 | 61863 | 13956 5582
ibm17 327266 | 312753 | 270663 | 202605 | 125417 | 73209 | 18421 7587
ibm18 350360 | 331115 | 273704 | 187327 | 110936 | 62191 | 12484 4584
Wirelength 770%-80%

1.3E-05 | v factor
3.2E-06

8.0E-07
2.0E-07
5.0E-08

Figure 31. Percent increasein wirelength as aj, v isincreased for ibm01 toibm18.
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Figure 32. Percent reduction in interlayer via count as a;,v isincreased for ibmQ01 toibm18.

The tradeoff between interlayer via count and leirgth was examined in more detalil
for the ibm0O1 benchmark as shown in Figure 33 asdle’4. To produce more accurate
results, the slow 3D placement method from FiguBewas used. In Figure 33, the
interlayer via counts and wirelengths were plotéér both global placement and post-
optimization as the interlayer via coefficient wasreased from 8107 to 1.3x10%. This
range of interlayer via coefficients is centereduad the average cell width and height,
but the extent of it was empirically determinedheT‘After Global Placement” curve
represents nearly legal placements obtained aftditipning placement and the “After
Post-Optimization” curve represents fully legalize¢tacements obtained after the
placement is completed. The “Same ILV Coefficidi& segments connected the “After
Global Placement” points with their resulting “AftBost-Optimization” placements for
each interlayer via coefficient value. Table 4oathows the interlayer via count and
wirelength values for each interlayer via coeffitiafter global placement and after post-
optimization. The runtimes for “After Post-Optiration” in Table 4 represent the total

runtime of both global placement and post-optindzat
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Tradeoff between Interlayer Via Count and Wirelength for ibm01

22000
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Wirelength, m

Figure 33. Thetradeoff between interlayer via count and wirelength for ibmO1.

Table 4. Tradeoff between wirelength and interlayer via count for ibmO1.

Interlayer After Global Placement After Post-Optimization
Via Wirelength, | Interlayer |Runtime, [Wirelength,| Interlayer | Runtime,

Coefficient m Via Count| sec m Via Count| sec
8.00E-07 2.13 17201 40.4 2.06 20782 203.7
1.60E-06 2.13 17201 40.8 2.05 20386 203.5
3.20E-06 2.13 17201 40.1 2.07 19623 208.0
6.40E-06 2.13 17161 40.4 2.13 17890 209.3
1.28E-05 2.15 16173 40.5 2.15 15516 225.1
2.56E-05 2.20 13650 40.8 2.12 12868 216.8
5.12E-05 2.32 9777 40.3 2.21 10207 217.2
1.02E-04 2.52 6117 40.5 241 7279 210.6
2.05E-04 2.85 3581 40.5 2.71 5307 202.1
4.10E-04 3.20 1968 41.3 3.04 4258 202.4
8.19E-04 3.65 927 40.2 3.41 3139 193.5
1.64E-03 3.97 464 40.9 3.74 2129 191.6
3.28E-03 3.97 464 40.8 3.76 890 193.8
6.55E-03 3.97 464 40.9 3.76 495 196.2
1.31E-02 3.97 464 40.2 3.77 464 191.5
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The tradeoff curve after global placement is yasinooth and has distinct end points
when the interlayer via coefficient is either véigh or very low. Legalization and post-
optimization distorts the tradeoff curve, particlyavhen the endpoints are reached and
partitioning placement can not produce any furthgsrovements. At each point of the
curve, post-optimization seems to prefer wirelenmgitiuction over interlayer via count
reduction. The wirelengths vary by almost two gnaad interlayer vias counts vary by
over forty times across the tradeoff curves.

5.7.2 The Effect of Layer Count

The number of layers was increased from one téatiethe ibm01 benchmark, and the
resulting tradeoff curves between wirelength an@riayer via count were plotting in
Figure 34. Figure 35 shows the interlayer via te@sa; v and the number of layers are
varied, and Figure 36 shows the wirelengthsras and the number of layers are varied.
In Figure 34, the tradeoff curves are shifted torshr wirelengths as the number of layers
is increased. The “1 layer” curve is actual jussirrgle point on the wirelength axis
because it can not have any interlayer vias. Agertayers are used, greater amounts of
wirelength reduction can be achieved with the sammber of interlayer vias. With
more layers, more interlayer vias can be used tmlyme even greater wirelength

reductions.

Interlayer Via Count vs. Wirelength for ibm01

60000

10 layers —— 10 layers
—— 9 layers

50000 - _9layers —— 8 layers
I

7 layers
6 layers
——5 layers
4 layers
7 layers 3 layers
—=— 2 layers

8 layers

40000

6 layers —+— 1layer

30000
5 layers

Interlayer Via Count

4 layers
20000

3 layers

10000 - 2 layers

0 - - - - —

1 15 2 25 3 35 4 45

Wirelength, m

Figure 34. Tradeoff curves between wirelength and interlayer via counts as the
number of layersisincreased for ibmO1.
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Interlayer Via Count
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Figure 35. Interlayer via counts as aj. v and the number of layersisvaried for ibmO1.
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Figure 36. Wirelength as aj .y and the number of layersisvaried for ibmO1.
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5.7.3 The Effect of Post-Optimization

The effect of post-optimization on the ibm0Ol1 beanerk was examined using the
slow 3D placement method from Figure 28 and arrlmyer via coefficient of £10%,
The progress during post-optimization is shown igufe 37 with the maximum bin
density plotted above the percent change in thectibg function from the partitioning
placement results. The results after each placers@p is shown starting with
partitioning placement (PP), and continuing throitghations of final legalization (FL),
global swaps and moves (GSM), local swaps and m@v@sl), and cell shifting (CS)
steps. The plot of the maximum density shows hevitfe placement is from being legal.
A maximum bin density of 100% or less representsgal placement. The solid line,
“Legalized Objective Function Value,” connecting theaks of the “Objective Function”
curve shows the values when the placement is feghli Figure 38 shows these plots

with respect to runtime.

Improvement of Post-Optimization
20% 250%
15% - + 175%
5 ! S
= i=l
T 10% - ¥ ¥ 100% =
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8 8
2 5% - +25% 35
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£ =
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o =
& s
o U U U UUUUU [
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o4 o4 [OF o4 (O8] (O8] o4 o4 o4 o4
PP=Partitioning Placement Step
FL=Final Legalization Obiective E -
GSM=Global Swaps and Moves —* Objective Function
LSM=Local Swaps and Moves —=— Maximum Bin Density
CS=Cell Shifting —— Legalized Objective Function Value

Figure 37. Improvement made by post-optimization on ibmO1.
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Improvement of Post-Optimization vs. Runtime
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Figure 38. Runtime of post-optimization on ibmOL1.

After partitioning placement, the placement isaleged with an execution of the final
legalization procedure. When global swaps and moaee performed, significant
reductions are made in the objective function, thiet maximum bin density increases
rapidly. Local swaps and moves produce less imgmant, and the maximum bin
density also increases less rapidly. Cell shiftimgkes significant reductions in the
maximum bin density with only minor degradationstine objective function. Final
legalization brings the placement to a fully legatl condition, but also increases the
objective function value rapidly. The largest imypements are made in the first few
iterations. The amount of improvement per iteratiecreases as post-optimization
progresses. Partitioning placement is completditie over 40 seconds, and each post-
optimization iteration takes about 20 seconds. b&@lswaps and moves produce the
largest reduction in the objective function pertaimne, and cell shifting gives the largest

reduction in the maximum bin density per unit time.
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5.7.4 Run-TimeAnalysis

The runtime was examined using the fast 3D placémethod, Figure 27, and the
slow 3D placement method, Figure 28, on the bendhiecuits from Table 1 and with
an interlayer via coefficient ofxILl0*. In addition, the tradeoff between runtime and
guality was examined between the fast and slow [aDement methods. To examine the
runtimes of each step, the slow 3D placement methasl used with only one post-
optimization iteration. The runtime after eactpsteplotted in Figure 39, and the percent
runtime consumed by each step is shown in TablénShis figure, “After GP” means
after global placement, “After FL” means after fivet legalization, “After GSM” means
after global swaps and moves, “After LSM” meanmfbcal swaps and moves, “After
CS” means after cell shifting, and “Total” meanteathe final legalization. As can be
seen, each step is performed in nearly linear tim#s global placement consuming a

majority of the runtime.

Runtime Analysis
1800
1600 -
1400 -
1200 -
§ 1000 -
E 800 -
a Total
600 - = After CS
¢ After LSM
400 7 - After GSM
200 - After FL
= After GP
O T T T T T
0 50000 100000 150000 200000 250000 300000
Number of Cells

Figure 39. Runtime analysis of 3D placement.
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Table 5. Runtime composition for benchmarksibmO1 toibm18.

Bench- Global First _ Global Swaps | Local Swaps Qe_ll Fi_nal . RJr?tEﬁwle
mark | Placement |Legalization| and Moves | and Moves |Shifting |[Legalization sec '
ibm01 67% 5% 7% 12% 4% 5% 60.6
ibm02 59% 7% 8% 14% 4% 7% 123.7
ibm03 64% 5% 6% 12% 8% 5% 118.5
ibm04 65% 5% 7% 12% 7% 5% 137.8
ibmQ05 61% 6% 8% 14% 6% 5% 178.6
ibm06 60% 5% 6% 11% 14% 5% 211.2
ibmQ7 67% 4% 6% 11% 8% 4% 267.5
ibm08 63% 6% 7% 13% 6% 5% 337.9
ibmQ9 66% 5% 6% 11% 7% 4% 301.1
ibm10 67% 5% 6% 11% 6% 5% 443.9
ibm11 69% 4% 6% 10% 7% 4% 405.4
ibm12 66% 5% 6% 12% 5% 5% 468.6
ibm13 68% 5% 6% 10% 7% 4% 513.6
ibm14 70% 4% 5% 10% 7% 4% 987.3
ibm15 68% 4% 6% 10% 9% 4% 1247.3
ibm16 70% 4% 6% 10% 6% 4% 1413.4
ibm17 69% 4% 6% 11% 7% 4% 1603.7
ibm18 71% 4% 6% 10% 5% 4% 1658.8
Average 66% 5% 6% 11% 7% 5%

Table 6. Tradeoff between runtime and quality for benchmarksibmO1 toibm18.

Fast 3D Placement Slow 3D Plac_ement, Slow 3D Plaqeme_nt,
Bench- one post-opt. iteration|ten post-opt. iteration

mark Runtime,| OFV % Slow OFV % Slow
WL, m|ILV count| OFV sec reduction Down | reduction Down

ibm01 | 2.69 7669 3.46 17 6.0% 3.6 9.4% 90.7
ibm02 | 6.99 15238 8.51 36 2.9% 35 6.8% 73.9
ibm03 | 6.76 12576 8.02 34 3.6% 35 7.3% 69.4
ibm04 | 8.22 18652 10.08 37 5.8% 3.7 10.1% 65.0
ibm05 | 17.21 | 23948 19.61 48 6.8% 3.7 10.7% 425
ibom06 | 10.72 25874 13.31 61 6.1% 3.4 11.1% 78.8
ibm07 | 15.53 | 31575 18.69 82 3.9% 3.3 7.8% 63.9
ibm08 | 16.88 | 33009 20.18 97 1.7% 3.5 5.6% 79.4
ibm09 | 14.92 | 33063 18.23 80 3.5% 3.8 7.3% 75.8
ibm10 | 27.47 46765 32.15 130 4.2% 3.4 7.7% 59.2
ibm11 | 21.68 | 44044 26.08 119 4.6% 34 8.7% 67.0
ibom12 | 35.42 59859 41.41 152 4.0% 3.1 7.8% 49.0
ibm13 | 27.18 | 53481 32.53 149 2.2% 34 6.3% 69.0
ibom14 | 57.55 | 101783 67.73 290 2.1% 3.4 6.1% 57.0
ibm15 | 66.60 | 119414 | 78.54 396 2.7% 3.1 6.2% 64.9
ibm16 | 84.28 | 137875 | 98.06 482 1.2% 2.9 4.9% 58.4
ibm17 [120.98| 157862 | 136.77 512 3.0% 3.1 6.6% 46.1
ibm18 | 90.79 | 141985 | 104.98 464 4.5% 3.6 8.1% 63.7
Average 3.8% 3.4 7.7% 65.2
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The runtime and quality produced by the fast dot SD placement methods are
shown in Table 6. For the slow 3D placement mettiwa results after the first and tenth
post-optimization iterations are shown. In thisléa WL is the wirelength, ILV is the
interlayer via count, OFV is the cost function \@IWWFV % reduction is the percent
reduction of the cost function value from the faBt placement results, and slow down
represents the ratio of the method’s runtime to 3& placement’s runtime. After the
first post-optimization iteration of the slow 3Dapkement method, a 3.8% improvement
was made in the cost function with 3.4 times slowertimes compared to the fast 3D
placement method. After the tenth iteration, & imhprovement was made but 65 times

more runtime was consumed.
5.8 Conclusions

Vital to the usefulness of any CAD tool is itslapito satisfy constraints imposed by
fabrication. With 3D ICs, this is no exception diditations on interlayer vias counts
make it an important consideration in the desigmplaicement tools. However, it is
important to mediate different concerns by not gdio extremes. Previous work has
either created placements with minimized wirelengéglecting interlayer via density
limitations or created placement with minimizedentdyer via counts and wirelengths
unnecessarily lengthened. Our method fully expldite tradeoff that exists between
wirelength and interlayer via counts and shows tit'at possible to achieve any
configuration along this tradeoff curve. By prawigl this flexibility, a designer can pick
an interlayer via density based on fabrication tranm#s and minimize the wirelength at
this interlayer via density so that interconnediage are minimized and performance is
maximized. Efficiency is of utmost importance iA tool for next generation circuits,
as the number of cells in a typical placement jBdig increasing. Every component in
our placement method is designed with efficiencynimd so that it does not become a

bottleneck in the design process as the technalodg progresses.
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6 Thermal Placement and Legalization of 3D ICs

6.1 Introduction

In 3D ICs, thermal problems are particularly proemt because of high power
densities and low thermal conductivities. Furtheshnology scaling also exacerbates
these high power densities. Previous work in tlampacement has been quite limited,
particularly with 3D ICs. Chu and Wong presentetharix synthesis method for the
thermal placement of gate arrays by evenly distimigusources of heat [91]. In [36],
Eisenmann and Johannes suggested that their fosmedi method could potentially be
used for distributing cells based on a heat mapth Bf these approaches would lead to a
uniform power distribution, but Tsai and Kang peihtout in their paper [28] that a
uniform power distribution does not necessarilydleen a uniform temperature
distribution. In 3D ICs, this is particularly tribecause the ideal temperature distribution
would concentrate heat in the bottom layer nexth® heat sink [12]. Techniques for
power reduction using net weighting were preseirntg¢é2] and [93]. These methods use
the switching activities of the net to determine ttet weight, but neglected to represent
the thermal environment of the driver cells, wheosver is being dissipated, in their net
weight formulation

Tsai and Kang developed a thermal placement methiodoth standard cell and
macro cell designs [28] using the finite differencethod (FDM) for analysis and
simulated annealing for optimization. The thermdatribution was improved without
sacrificing chip area or wire length, but the rorgi complexity for the calculation of
thermal resistances was as high as®Dfheren was the number of nodes in the mesh.
In [94], Chen and Sapatnekar presented a partigpbased thermal placement method
that improved upon the run time of the finite difflece method presented in [28].
Despite their improvements, the method still appéarun in quadratic time with respect
to the number of thermal nodes. With these methdiols calculation of thermal
resistances is computationally expensive so simpiethods are needed for their
application to thermal placement.

Our previous work [27] in the thermal placemenB8f ICs used FEA to accurately
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calculated temperatures efficiently and used aefolicected framework to push cells
away from areas of high temperature. However, @swletermined later that a
partitioning-based approach is more appropriate8iorCs. Partitioning placement can
more efficiently reduce interlayer via counts wiith intrinsic min-cut objective and can
obtain good placement results even when IO pademiivity information is missing. In
contrasts, the force-directed paradigm relies oarmmompassing arrangement of 10 pads,
which 3D ICs may not have, to produce a well-spradtial placement in order to
proceed efficiently and effectively in subsequéatations. The force-directed placement
method from [27] was effective in reducing maximuwemperatures, but the average
temperatures were only slightly reduced becausavegghting for power reduction was
not used. It will be shown later in this chaptleatttotal power reduction results in
average temperature reduction.

For any thermal placement method to be compledffgctive, it must also actively
reduce power because power has a direct impaeropetratures. If power is disregarded
in the thermal placement formulation, any wirelénglegradation caused by thermal
placement will in turn increase the power and sgbeetly the temperature. In addition,
the cost of interlayer vias must be incorporatad the objective function for thermal
placement. In this chapter, a thermal placementhaoceis developed, extending the
placement method present in the Chapter 5 to iectedhperature minimization. Net
weights are added to reduce the power selectivalyngl partitioning-based global
placement, and additional nets are added to molls t@e more favorable thermal
conditions. Thermal-aware legalization maintaine improvements made from global
placement by using thermal costs in determiningroeements.

6.2 Thermal Objective Function

In Chapter 5, an objective function, Equation (Was used to take both wirelength
and interlayer via counts into consideration durjpplgcement, and this allowed the
tradeoff between the two to be explored. With itiedrplacement, the objective function

needs to be modified to include thermal considenati A simple approach would be to

add a weighted sum of the cell temperatures toliective function as shown below:
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S WL +ay, 0LV, |+ ae [T (51)

eachneti eachcell j
whereWL, is the bounding box wirelength atidv; is the number of interlayer vias for
neti, T; is the temperature at the center of gethy is the interlayer via coefficient, and
aremp IS the thermal coefficient. The cell temperatuaes dependent on both the power
dissipation of the cell and the thermal environmenbund the cell. The power
dissipation depends on the capacitance of the hagtit drives, and this capacitance
depends on the length of the net, capacitanceepgtt, and the fan-out. The thermal
environment around the cell depends on the theresadtance from that position to the
heat sink and the temperature contributions froherotells. The thermal resistance in
turn depends on the distance to the heat sinkhtrenal conductivity of the materials on
the way to the heat sink, and the boundary comnditio

However, in practice, temperatures cannot be dgedtly in the objective function
because they are too expensive to recalculatedoh endividual cell movement, and
therefore, simplifications need to be made. lusthde noted that the temperature at each
cell position is a sum of the temperature contrdng from all power signatures in the
chip. Since power generation at the cells domste total power, each temperature can

be expressed as a sum of the temperature conbmisutiom every cell:

T= 2 lATjk] (52)

eachcell k
WhereATjk is the change in temperature at ¢eldused by the power from cé&ll If cell k
has a nonzero power dissipatitm:j" increases as the distance betweenjcatid cellk
decreases. Consequently, the temperature contribution from thmm&il’powerATjj, is
typically the dominant term in Equation (52), and this value can be appreximaickly,
as will be discussed later in this section. By usiy instead ofT,, the objective
function value can be efficiently calculated and used during placenidrdrefore, the

objective function becomes:

Z [WL| + aILV |:”‘Vl ] + aTEMP Z |_A-I-]J J (53)

eachneti eachcell j
AT,-j can be calculated using the simple equation:

] — pcellpcell
AT) =R*'P, (54)
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cell

whereR" is the thermal resistance between thejcatid ambient, ang,°®" is the power

dissipation of cel]. Thus, our objection function becomes:

2 [WL\ + aILV Ijl_VI ] + aTEMP Z |,R}:e|| che”J (55)

eachneti eachcell |
Thermal resistances were derived using basic equations fozdmehtction shown in

Equations (56) and (57). Assuming that heat flows in a direct pathtfrercell to the

heat sink, the thermal resistance of the chip at that p8il, can be roughly

approximated with:

d

AK

whered is the distance from the cell to the heat sik,s the cross sectional area of the

Renip = (56)

path (assumed to be the same size as the cellK andhe thermal conductivity of the

path. The thermal resistance of the heat $tk,can be roughly approximated with:

1
Ah

where h is convective coefficient of the heat sink. More specificalhe thermal

R, 1)

resistances from cejlto ambient in each direction are shown in Figure 40 and can be
approximated using Equations (58) - (63). This formulation is sindl#énat of a single
FDM element in [28] with the thermal resistances in eachtthreconsidering only heat

conduction in that direction.

— >

< upper
Rzuppe|/\,> Ry | — ‘ -
Rxlower ) |
\ A /’/\\ —( ot / / /\\ —
\/ 4 \/ /,\ 4 i A4 R upﬁél
S {cellj 3

R |

lower
>R,
s

Figure 40. Thermal Resistance Approximation

67



ower 1 Xgell _ E)I(ower 1
R>I< = _[ ] + hlower] (58)

hd K,
oner 1 E)L(Jpper _ X?e” 1
" ‘m[ K e )
cell lower
Rlower :i yj B Ey + 1 (60)
y Wd Ky h;ower
Eupper _ gell
Rupper:i y yJ + 1 (61)
Y wd{ K hPPe"
y y
Rlower _i Z;:e” - E'ZOWET + 1 (62)
* Twh| K,  pee
1 Eupper _ Zc_:ell 1
upper — z J
T N ©9

cell |, cell _ cell

wherew, h, d, and Y,z ) are the width, height, depth, and position of the cell
respectively. E{", EXPPE E/OVe B[P OV and E,;PP®" are the positions of the
edges of the chip in the y, andz directions.h®"®, hPPel R oWer p upper pylower ang
h,PP" are the convective coefficients for the sides of the clidp. K,, andK; are the
thermal conductivities of the chip. The total thermal resistaooe cellj to ambient can

be calculated as:

R}:ell = (64)

1 1 1 1 1 1
lower + upper + lower + Rupper + Rlower + upper
RE™ R™ R ORMTORMR,

In deep submicron technologies, dynamic power dominants the total pow& and

primarily dissipated in the cells because driver resistaneessaually much larger than
interconnect resistances. Therefore, the power dissipation of etdéd dominated by
the dynamic power of the nets that it drives. Specifically, tmamyc power associated
with neti, P"® is divided among the®“"*"' P"Scells attached to the net at cell output pins.

cell

The sum of these power contributions is the total power dissipatithef@ell,P;", and

is given by:
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eachdriven i
netiof cell j

) Pnet
Pj = z ( nout;)ut pins j (65)

output pins: net ;

wheren; is the number of cell output pins attached toiretdP; =" is the dynamic

power of nei. P"*'is a function of the clock frequendysupply voltageYpp, switching

total

activity, a , and total capacitanc€;" -, of neti.

Pnet fVDD a1Ct0tal (66)
The total capacitance of netan be calculated as;

Citotal WL| C ”_V C |nput pins (67)

perwl perilv per pin |

whereCper wi is the capacitance per wireleng@e iy is the capacitance per interlayer via,
Cper pin iS the input pin capacitance, anti' P"is the number of cell input pins attached

to neti. Therefore, Equation (65) can be rewritten as

Pcell = Z DD al (C
j noutputpms

eachdriven i

neti of cell j

| LV C |nput pins) (68)

perilv per pin |

perwIWLi +C
Using Equations (64) and (6&),Tjj can be calculated in constant time and used for

efficient calculations of the objective function during placement.
6.3 Global Placement

Using the objective function in Equation (55), two new mechanisms adsled to
the partitioning placement method presented in Section 5.2 for globah@at, namely,
the use of net weights and additional nets. The net weighting sdiakese both the
thermal environment of the driver cells and the potential power usfatiee net into
consideration. Different net weights are created for thealageandy) and vertical %)
directions to take into account the interlayer via coefficient affiereinces in capacitance
per unit length for different directions. This causes nets to shridkpower usage to be
decreased when they have high power per length or high thermahmesstat their
driver cells. Additional nets are created to move cells towezdsaof lower thermal
resistance based on their power dissipation. This provides an indenthigh powered

cells to move closer to the heat sink in order to reduce temperatures.
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6.3.1 Thermal-Aware Net Weighting

The thermal net weighting scheme takes into consideration thaahersistance at
the driver cells, the switching activity of the net, and the cégams per length. Recall
that in Equation (68), power is a function of wirelength, interlayerceiant, and pin
capacitance. All of the terms in Equation (68) depend on eitheallaterertical net

nput pins v hich will be removed from consideration at this time. A

length excepCper pin N
term must be dependent on net length in order to be useful for net ingighBy
dropping the pin capacitance term and applying Equation (68) to Equationsnvésb),

obtain the following objective function for deriving the net weights:

Z[WLl +a,, OLV, ] + Arewe Z che” Z (SﬁWIWLi + Silv ILV, ) (69)
eachneti eachcell j eachdriven
neti of cell j

1 2
2 fVDD a1'Cperwl

wl
wheres" = o (70)
. 1fV*ac .,
iv _ 2 DD erilv
and Sl - n_outputpins : (71)

If we change the order of summation of the second term in Equation (69), we get

Z cheu Z(SﬁWIWLi +§'V|LVi) — Z (§W|W|-i +§"V”—Vi) Z(chen) (72)

eachcell j eachdriven eachneti eachdriver
netiof cell j cell jof neti

If we applying Equation (72) to Equation (69), we obtain

SWL +ay, OV ]+ are Y | (5"wWL +sMILY) S (Re) (73)
eachneti eachneti eachdriver
L cell jof neti
and finally,
netilv
Z (1+ aTEMP Rnetswl )‘A/L| + aILV [14_ aTEMPR S ]ILV| :| (74)
eachneti ILV

whereR™ = (Rfe” ) :

eachdriver
cell j of neti

From this we obtain the following net weights for pet
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nv\llateral — 1+ aTEMP Rinetswl (75)

n\vaertical — 1+ aTEMP RinEtS”v (76)
alLV
wherenw'®™? is the net weight used in theandy directions, anchw"®""® is the net

weight used in the direction.
6.3.2 Thermal Resistance Reduction Nets

Better thermal results can be obtained when higher poweredacelfdaced in areas
with lower thermal resistances to the ambient. During placertestcan be encouraged
by adding nets that pull each cell toward the heat sink and weighted ba the power
dissipated at the cell. With our method, these nets are calledaihesistance reduction
nets and are weighted according to the power usage of the celharglope of the
thermal resistance profile of the chip. As the thermal eesist slope increases, high
powered cells are more strongly attracted to the heat sink wdreperatures and thermal
resistances would be lower. Recall that the thermal component obgative function,

Equations (55), is
aTEMP Z |_AT] ] = Z |,aTEMP che” R;:e”J (77)

eachcell j eachcell j
Because the distances are much shorter and heat sinking is primarily ohrdwtion, the
thermal resistance increases principally with vertical degaaway the heat sink. As

cell

such, the thermal resistance from gelb the ambientR ™", can be approximated with

R =R} + R, d” whereRy’ is the thermal resistance at the bottom of the @¥figpeis

the slope the thermal resistance in ttdirection, andi? is the distance of the cell from
the bottom of the chip. BecauRg is constant with respect tif, it can be dropped from
the objective function, and the thermal component, Equation (77), of the objective

function becomes

> |_aTEMP PF Rioped J (78)

eachcell j

Wherepjcell - Z|§W|WL| + SiIv IL\/I + Sinput pinsJ (79)

eachdriven
netiof cell j
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1 2 input pins
d input pins — 2 DD aiCper pinni
an S - r\outputpins

(80)

The additional nets that are added to the netlist for thermataese reduction have net
weights of
nche” = a’TEMPF)jceII Rszlope (81)

wherenw®®"

is the net weight of cejlto the heat sink.

In Equation (79)P,-°e" depends on wirelength and interlayer via counts of its driven
nets so it is updated after cells in these nets are moved. Hoatethee beginning of
global placement, cells are placed at the center of the chip @mskbquently the
wirelengths and interlayer via counts are zero. This would chesgotwer contribution
from the wirelength and interlayer via counts to be neglected in determ’w,ﬁ'?b Some
minimum value for the wirelength and interlayer via counts should liostead, and
these values can be determined by minimizing the objective functioeafdr net in
qguestion. The derivation of these minimum values is similar to B¥OP(Placement
Example with Known Optimal wirelength) formulation presented in [B6},is extended
to 3D ICs. PEKO benchmarks were created to have known optimaémgtbs for 2D
ICs. For a single net, the objective function, neglecting theroradiderations, can be
written as

F =WL +a,,ILV =WL +WL +a,, LV, (82)
whereWL* andWL? are the wirelengths in theandy directions respectively. When the
net is optimal, disregarding all other nets, its cells aresbt@butted within a rectangular

prism as shown in Figure 41, and the following approximation can be made.

de >
b .~ y
T = ALY /o
< .............. y H i

Figure 41. Optimal arrangement of cellsfor net i.
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1 ave ave
W

NWWm=PN¢+QUNu+q0u4+D (83)

w0l Pins 5 the total number of cells in nietw®" is the average width of the cells

hi ave

wheren;
in neti, and is the average height of the cells in neCombining Equations (82) and

(83) yields the following equation whéiis minimized.

total pins
n p

I:imm :WLiX +WL|'y Ty x I y -1 (84)
[WL‘ +1]{WL‘ +1j
\Niave h_ave

The values ofWL* andWLY at the minimum of5, K™ can be found by setting the

partial derivatives oF; with respect tWL* andWL” to zero:

total pins
1- a |)|(_v n, . . =0 (85)
\Niave WL| +1 WL| +1
\Niave have
total pins
1_ aILV ni - O (86)

{8 )
Wave have

Solving forWL*, WL, andILV; using Equations (83), (85), and (86) yields

WLixopt — %/a“_v \Niave avenitotal pins __ Vviave (87)

yopt _ avep,avetotal pins __ jave
WL = 3§/C"|Lv Wi n h (88)

aveh aventotal pins
i i

3 a _
1LV o™ _ Yo -1 (89)

aILV

where WL °P WLY °P' and ILV;°" are the values obtained whé&hn is minimize. In

calculatingP,®" for nw®®", if WL, WL, or ILV; fall below their optimal valuesyL* °",

WLY °" or ILV;°™, their optimal value is used insteaB®" andnw®"

the cells that affedtvly”, WL?Y, andILV; are moved.

are updated after
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6.3.3 Implementation

The global placement algorithm used for thermaceient is based on the
partitioning placement method presented in Sedi@nand proceeds as shown in Figure
42. The algorithm uses a queue to recursivelyitmartthe placement in a breadth first
fashion, and the net weights are updated aftareglbns (and cells) at each depth have
been processed. The algorithm begins by addingntideresistance reduction nets for
each cell to the netlist and adding the entireistetb the empty queue. The main loop
continues until the queue is empty and begins kingathe first region off the front of the
queue. If the depth of the recursive bisectiontlfi@rregion is greater than that of the last
partition on the queue, then the net weights adatgal. If the region has more than one

cell, it is partitioned and the two halves are abltethe end of the queue.

THERMAL_PARTITIONING_PLACEMENT(NETLISTaiv, arevs {
REGION_QUEUE=EMPTY
LAST_LEVEL=0
FOR EACH CELL IN NETLIST {
ADD THERMAL RESISTANCE REDUCTION NET TO NETLIST

}
NEXT REGION=NETLIST
NEXT_REGION.LEVEL=1
ENQUEUE NEXT_REGION INTO REGION_QUEUE
WHILE(REGION_QUEUE NOT EMPTY) {
DEQUEUE NEXT_REGION OFF REGION_QUEUE
if(NEXT_REGION.LEVEL > LAST_LEVEL){

UPDATE nWiIateraI,S’ n\MverticaI,S’ and nvvjce”ys

}
LAST_LEVEL=NEXT_REGION.LEVEL
if(NEXT_REGION HAS MORE THAN ONE CELL) {
PARTITION NEXT_REGION INTO
BOTTOM_REGION AND TOP_REGION
BOTTOM_REGION.LEVEL=LAST_LEVEL+1
TOP_REGION.LEVEL=LAST_LEVEL+1
ENQUEUE BOTTOM_REGION INTO REGION_QUEUE
ENQUEUE TOP_REGION INTO REGION_QUEUE

}
}

Figure 42. Thermal Partitioning Placement
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6.4 Legalization

Thermal legalization utilizes the same coarsefarad legalization methods presented
in Sections 5.3 and 5.4, but in determining thet @fscell movements, the objective
function from Equation (55) was used instead of&igum (17). The pseudocode of the
legalization procedure is shown in Figure 43. Timecedure begins by finding the
optimal region for each cell as discuss in Seci@3.1 and performing the best move or
swap to that region that results in a reductionthie cost function. Next, moves and
swaps to adjacent bins are considered for each @&all shifting is performed until the
current maximum bin densitylhax IS less than some specified maximum bin density,
Dmax that is close to 100%. Final legalization firgshup by completely removing any

residual overlaps.

THERMAL_LEGALIZATION (PLACEMENT@iv, orevs {
OPTIMAL REGION SWAPS AND MOVES USING THERMAL OBJECTIVE
LOCAL SWAPS AND MOVES USING THERMAL OBJECTIVE
WHILE(dmax>Dmax) {
CELL_SHIFTING

}
FINAL LEGALIZATION USING THERMAL OBJECTIVE

}
Figure 43. Thermal-Awar e L egalization

6.5 Implementation

The entire thermal placement method is shown guifé 44 and begins by extracting
the netlist and placing the cells at the centethefchip. Partitioning-based placement
with thermal considerations is performed, followbg thermal legalization. Post-
optimization procedures from Section 5.5 were rsatduhere, because they were found to

produce no improvements with thermal placement.

3D_THERMAL_PLACEMENT(NETLIST, aiv, aremd{
EXTRACT NETLIST
INTIAL_PLACEMENT
THERMAL_PARTITIONING_PLACEMENT
THERMAL_LEGALIZATION
}
Figure44. 3D Thermal Placement Method
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6.6 Results

The thermal placement method was implemented i @md run on a Linux
workstation with a Pentium 4 3.2GHz CPU and 2GB mem The benchmark circuits
from the IBM-PLACE suite [86] were used in thesgerments as shown in Table 7.
The circuits were scaled to 100nm, given 5% whgace, and placed into four layers
with the inter-row distances set to a quarter efritw heights. The chip areas in Table 7
are the footprint areas of the circuits under treselitions. The vertical dimensions for
the chips were based on the design specificatibdMlD Lincoln Labs’ 0.1&m 3D FD-
SOl technology [24] [89] [90] with the bulk subd&agiven a thickness of 50M, layers

given thicknesses of 5u, and interlayers given thicknesses ofuin7

Table 7. Benchmark Circuits
name | cells nets| iopadship area (f)

ibmO1 | 12282| 13056 246 6.03E-08
ibm02 | 19321 | 19291 259 8.60E-08
ibm03 | 22207 | 26104 283 9.01E-08
ibm04 | 26633 | 31328 287 1.22E-07
ibmO05 | 29347 | 29647 1201 1.50E-07
ibm06 | 32185| 34935 166 1.17E-07
ibmQ7 | 45135| 46885 287 1.97E-07
ibm08 | 50977 | 49228 286 2.14E-07
ibm09 | 51746| 59454 285 2.21E-07
ibm10 | 67692| 72760 744 3.77E-07
ibm11 | 68525| 78843 406 2.87E-07
ibm12 | 69663 | 75157 637 4.15E-07
ibm13| 81508| 97574 490 3.26E-07
ibm14 | 146009 150262 517 6.80E-07

ibm15 | 158244 183684 383 6.34E-07

ibm16 | 182137188324 504 8.92E-07

ibm17|183102 186764 743 1.04E-06

ibm18 | 210323 201560 272 9.88E-07
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From these design specifications, effective thérooaductivities of the chip were
determined using the thicknesses and thermal condigs of its constituent integration
materials. The thermal conductivities of the \aasl interconnects are shown in Table 8
with the vertical arrangement of their composingarials. The total effective thermal
conductivity of each was determined by considetirgmaterials as being in series. For
example, the total thermal conductivity of the plags is (700+75+30)/(700/170+75/20
+30/22) = 87.2.

The thickness and composition of each integragwel is shown in Table 9. Only
the integration levels of the bottom layer up te fhist “interlayer” are shown. Levels
“SOIl active” through “overglass” are repeated faacke additional layer with an
“interlayer” level between layers. The effectiveetmal conductivity of each level was
calculated by using the weighted average of thenthbconductivities for that layer. For
example, the effective thermal conductivity of theerlayer is a weighted average of 5%
“via plug” and 95% “adhesive”. 0X87.2+0.9%1.1=5.405. Integration levels are
arranged verticals so the effective thermal condigtof the chip was calculated by
considering the integration level as being in se@as with Table 8. From this, the
effective thermal conductivity was found to be 1W/ZnK for the entire chip. This value

is used in following experiments for calculatingygeratures and the thermal resistances.

Table 8. Thermal Conductivity of Viasand Inter connects

Via Plugs Metal levels
Thicrl]<rr]11ess, Material coEZircntqi\E/lilty, Thic:r?qess, Material coEZiL?\ellilty,

W/mK W/mK

700 W 170 50 TiN 20

75 TiN 20 40 Ti 22

30 Ti 22 500 AlSi 200

Total 87.2 40 Ti 22
Total 72.95
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Table 9. Thermal Conductivity of Individual L evels

. Effective
Thickness, Material Therma_l Material Thermal
Level am Tvoe Conductivity, Type Conductivit
yp W/mK Percent 4
W/mK
1 0,
interlayer 700 via plug 87.2 oY% 5.405
adhesive 1.1 95%
via plu 87.2 5%
overglass 750 .p g : 5.405
Si02 11 95%
via plug 87.2 10%
metal 3 630 metal wire 72.9 40% 38.449
Si02 11 50%
1 0,
ILD 1000 via plug 87.2 10% 9.710
Si02 11 90%
via plug 87.2 10%
metal 2 630 metal wire 72.9 40% 38.449
Si02 11 50%
ia pl 7.2 10%
ILD 1000 via ptig 8 0% 9.710
Si02 11 90%
via plug 87.2 10%
metal 1 630 metal wire 72.9 40% 38.449
Si02 11 50%
ia pl 7.2 10%
ILD 600 via ptig 8 0% 9.710
Si02 11 90%
via plug 87.2 10%
polysilicon 200 PolySi 15.0 15% 11.795
Si02 11 75%
ia pl 87.2 5%
SOl active 40 via puig ° 146.860
Si 150.0 95%
via plug 87.2 5%
BOX 190 5.405
Si02 11 95%
Entire Chip 24780 10.237

Temperatures are calculated with FEA (Chaptersiygumeshes that have element
widths and heights approximately equal to the ayereell width, and element depths
approximately equal to the layer thickness. FEAm@nts are given this cell-level
granularity because the internal structures ofcilés are not provided and the specific

interconnect structures between cells on the cmaot be obtained until after routing.
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Recall from Section 6.2 that the dynamic powercwation used by this method
depends on the capacitance of the net, which densisthree components: wirelength
capacitance, interlayer via capacitance, and imoutcapacitance. Capacitance values
were derived from [96] for the 100nm technologgitefconnect capacitances in thand
y directions are assumed to be 73.8pF/m, interlaigecapacitances are assumed to be
1480pF/m, and input pin capacitances are assumed @0350fF. In these experiments,
the bottom of the chip is connected to the hedk sind given convective boundary
conditions with a coefficient of 20//m?K. The other sides of the chip are modeled as
insulated to simulate the low heat sinking progsriof the packaging on these surfaces.
If desired, a more sophisticated thermal modelthier heat sink and packaging could be
used instead. The ambient temperature was s€Ctéod convenience, but this is only a
reference value. The temperatures can triviallyréeslated by the amount of any other

ambient as desired.

6.6.1 Interlayer Via Coefficient Versus Thermal Coefficient

The interlayer via coefficientyy, and thermal coefficienigrevp, are the two main
controlling parameters in our thermal placementhoeétfor 3D ICs. These parameters
were presented in Section 6.2 and are used byhjeetve function, Equation (55), to
control the tradeoff between temperature, wirelengind interlayer via counts. As
shown in Chapter 5, the interlayer via coefficimduces the interlayer via counts as it is
increased. As will be shown, the thermal coeffitieeduces the temperatures as it is
increased. In this section, the effect of thesearpaters on temperature, power,
wirelength, and interlayer via counts will be expld for the ibm0O1 benchmark as the
interlayer via coefficient is varied fronx%0® to 1.6x10° and the thermal coefficient is
varied from k10® to 1.%10°. These ranges of values were experimentally ohisted
to span the entire range of interlayer via and tnapre reduction and are centered
around the value of average cell width and heightOf). The parameters are
incremented within their range by multiplying theeyious value by two to get the next
value in the list.

The effect of the interlayer via and thermal ciméfhts on the average temperature,

total power, maximum temperature, wirelength, artdrlayer via counts are respectively
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tabulated in Tables 10 through 14 and graphicdiltyns in Figures 45 through 49. As
the interlayer via coefficient and thermal coe#idi are reduced to their minimum values,
the interlayer via counts, temperatures, and pan@eases to their maximum values,
whereas wirelengths are minimized. In generalthes interlayer via coefficient is
decreased, the temperatures and power increaseseecé the interlayer via counts.
With the capacitance per interlayer via being red¢dy large, interlayer vias produce a
dominate portion of the total power, even more senvinterlayer via counts are high. It
should be noted that as layer thicknesses andayeervia sizes decrease relative to other
features, this is not the case. When the interlsige coefficient is low, interlayer via
counts are at their maximum and produce a largéopoof the total power so as the
thermal coefficient is increased in this case rlayer via counts are actually decreased in
order to reduce power and temperature. When tieglager via coefficients are higher,
increasing thermal coefficients reduce the tempegaand power at the expense of both
wirelength and interlayer via counts. For any iilatger via coefficient, increasing the
thermal coefficient causes the wirelength to inseea Average temperature and power
closely follow each other and decrease steadilit witreasing thermal coefficients, but
maximum temperature decreases less smoothly betageis#hjective function does not
directly act upon it.

Table 15 shows the percent change in the temperapower, wirelength, and
interlayer via counts as the thermal coefficieninireased from 910° to 4.1x10°. On
average, the temperatures are reduced by about BO%er reduced by 21%, and
wirelength increased by 22%. The percent changéhénnumber of interlayer vias
depend on the interlayer via coefficient and vagnf a reduction of 14% when the
interlayer via coefficient is low to an increase afout 30% when the interlayer via
coefficient is higher. In Figure 50, the grid ottarlayer via coefficients and thermal
coefficients is shown on a plot of interlayer-viauats versus wirelength. As the thermal
coefficient is increased and temperatures are esjuhe tradeoff curves are degraded

and moved to the right toward high wirelengths emerlayer via counts.
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Thermal Coefficien

5.1E-06
2.6E-06
1.3E-06
6.4E-07
3.2E-07
1.6E-07
8.0E-08
4.0E-08
2.0E-08
1.0E-08

Average Temperature

=3

1.3E-05

024-26
W 22-24
| 20-22
018-20
W 16-18
014-16
m12-14
010-12
08-10
m6-8
m4-6

Inter-layer Via

Coefficient

Figure45. The effect of thermal placement on the average temperature of ibmO1 as
thethermal and interlayer via coefficientsarevaried.

Table 10. The effect of thermal placement on the aver age temperature of ibm01.
Interlayer Via Coefficient

1.0E-07 | 4.0E-07 | 1.6E-06 | 6.4E-06 | 2.6E-05 | 1.0E-04 | 4.1E-04

1.0E-08 25.2 24.8 22.5 171 11.2 8.4 6.3
E 4.0E-08 23.7 23.3 22.5 16.9 111 8.5 6.3
o 1.6E-07 21.8 21.4 19.9 16.4 111 8.3 6.4
uaoz.a 6.4E-07 19.7 19.6 18.1 145 10.8 8.4 6.3
&) 2.6E-06 18.7 18.3 16.1 12.9 10.1 8.1 6.3
E 1.0E-05 18.3 17.8 15.1 12.0 8.8 7.6 5.7
E 4.1E-05 18.0 17.8 14.9 11.7 8.4 7.0 54
~ 1.6E-04 18.5 17.9 15.3 11.8 8.4 6.8 5.0

6.6E-04 18.6 18.1 15.3 12.3 8.6 6.7 4.9
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2.0E-04
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8.2E-04

1.0E-05
2.6E-06
6.4E-07
1.6E-07

Thermal Coefficient

4.0E-08
1.0E-08

Figure46. The effect of thermal placement on the total power of ibmOl as the
thermal and interlayer via coefficientsarevaried.

Table 11. The effect of thermal placement on the total power of ibmO1.

Interlayer Via Coefficient

1.0E-07 | 4.0E-07 | 1.6E-06 | 6.4E-06 | 2.6E-05 | 1.0E-04 | 4.1E-04

1.0E-08 0.845 0.823 0.733 0.555 0.359 0.281 0.213

‘qrEJ 4.0E-08 0.808 0.786 0.739 0.550 0.358 0.284 0.213
3 1.6E-07 0.755 0.741 0.675 0.540 0.358 0.279 0.214
E 6.4E-07 0.695 0.688 0.629 0.478 0.352 0.283 0.212
o 2.6E-06 0.661 0.652 0.569 0.442 0.331 0.273 0.211
g 1.0E-05 0.660 0.644 0.551 0.417 0.302 0.252 0.192
E 4.1E-05 0.651 0.648 0.551 0.417 0.290 0.233 0.181
= 1.6E-04 0.664 0.647 0.553 0.416 0.287 0.235 0.170
6.6E-04 0.667 0.650 0.552 0.431 0.290 0.231 0.172
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Figure47. The effect of thermal placement on the maximum temperature of ibm01
asthethermal and interlayer via coefficientsare varied.

Table 12. The effect of thermal placement on the maximum temper atur e of ibmOL.

Interlayer Via Coefficient
1.0E-07 | 4.0E-07 | 1.6E-06 | 6.4E-06 | 2.6E-05 | 1.0E-04 | 4.1E-04
1.0E-08 37.0 37.1 33.6 27.3 20.2 14.9 14.2
‘qrEJ 4.0E-08 34.2 34.8 334 27.0 20.1 15.0 14.3
© 1.6E-07 32.2 31.3 29.0 25.3 19.9 15.2 14.1
E 6.4E-07 28.4 294 26.8 22.0 20.1 15.9 13.9
o 2.6E-06 26.5 26.0 23.5 20.1 17.7 15.1 12.1
g 1.0E-05 27.6 26.0 22.8 20.6 15.0 14.2 11.0
E 4.1E-05 26.3 25.2 20.9 17.2 13.2 12.2 9.0
= 1.6E-04 29.1 28.8 25.3 20.9 16.7 11.8 8.8
6.6E-04 27.8 27.9 24.3 20.5 14.6 12.7 8.4
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Wirelength,

Wirelength

00.55-0.60
W 0.50-0.55
00.45-0.50
W 0.40-0.45
00.35-0.40
00.30-0.35
m0.25-0.30
00.20-0.25

Figure48. The effect of thermal placement on the wirelength of ibmOl as the

thermal and interlayer via coefficientsarevaried.

Table 13. The effect of thermal placement on the wirelength of ibm01.

Thermal Coefficient

Interlayer Via Coefficient

1.0E-07 | 4.0E-07 | 1.6E-06 | 6.4E-06 | 2.6E-05 | 1.0E-04 | 4.1E-04
1.0E-08 0.241 0.247 0.242 0.250 0.301 0.380 0.404
4.0E-08 0.241 0.249 0.242 0.250 0.301 0.380 0.405
1.6E-07 0.243 0.249 0.243 0.251 0.300 0.380 0.405
6.4E-07 0.246 0.252 0.246 0.254 0.299 0.381 0.405
2.6E-06 0.255 0.259 0.257 0.260 0.303 0.374 0.406
1.0E-05 0.278 0.282 0.278 0.274 0.322 0.387 0.420
4.1E-05 0.311 0.314 0.308 0.301 0.346 0.431 0.475
1.6E-04 0.346 0.353 0.344 0.337 0.381 0.500 0.536
6.6E-04 0.378 0.385 0.377 0.371 0.407 0.549 0.585

84



Inter-Layer Via Count
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W 16000-18000
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Figure49. The effect of thermal placement on the interlayer via count of ibmO1l as

thethermal and interlayer via coefficientsarevaried.

Table 14. The effect of thermal placement on theinterlayer via count of ibmOL.

Interlayer Via Coefficient
1.0E-07 | 4.0E-07 | 1.6E-06 | 6.4E-06 | 2.6E-05 | 1.0E-04 | 4.1E-04

1.0E-08 | 19594 18692 16145 10801 5036 2447 588
E 4.0E-08 || 19399 18476 16370 10800 5032 2527 582
o 1.6E-07 || 19003 18229 16100 10724 5114 2423 590
E 6.4E-07 | 18268 17815 16184 10960 5131 2521 582
o 2.6E-06 | 17449 17163 15646 11510 5526 2457 575
Eﬁ 1.0E-05 || 17150 16878 15218 11761 5906 2680 569
E 4.1E-05 || 16795 16793 15019 12212 6765 2841 704
~ 1.6E-04 | 16961 16644 15189 12192 7389 3274 736

6.6E-04 | 16909 16578 15016 12467 7528 3317 1009
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Table 15. The percent change in the average temperature, maximum temperature,
total power, wirelength, and interlayer via counts for ibmOl from a
thermal coefficient of 1x10°® to a value of 4.1x10” for ibmOL.

Average Maximum Total Wirelength, Interlayer
Temperature | Temperature | Power, W m Via Count
5.0E-08 -27% -30% -22% 29% -14%
1.0E-07 -29% -29% -23% 29% -14%
2.0E-07 -28% -33% -21% 28% -11%
= | 4.0E-07 -28% -32% -21% 28% -10%
.g 8.0E-07 -34% -37% -26% 29% -10%
% 1.6E-06 -33% -38% -25% 27% -71%
8 3.2E-06 -31% -34% -23% 25% 0%
,f>§ 6.4E-06 -32% -37% -25% 21% 13%
S 1.3E-05 -27% -31% -20% 15% 29%
Z | 2.6E-05 -25% -35% -19% 15% 34%
§ 5.1E-05 -23% -19% -19% 14% 15%
£ 1.0E-04 -16% -18% -17% 13% 16%
2.0E-04 -14% -32% -16% 17% 30%
4.1E-04 -15% -36% -15% 17% 20%
Average -26% -31% -21% 22% 6%
Tradeoff between Inter-Layer Via Count and Wirelength
as Thermal and Inter-Layer Via Coeffients are Varied
20000
increasing thermal coefficient
18000 -
16000 -
14000 -
% 12000 -
S
8
2 10000
[
B
£ 8000
6000 -
increasing inter-layer
via coefficient
4000 -
2000 -
0 ‘ ‘ ‘ ‘ ‘ ‘ ‘
0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65
Wirelengths, m

Figure50. Tradeoff curves between interlayer via counts and wirelength as the
thermal and interlayer via coefficientsare varied.
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6.6.2 The Effect of Number of Layerson Thermal Placement

In this set of experiments, the effect of the iimarcoefficient on temperature, power,
interlayer via count, and wirelength was examingetha number of layers increases. lItis
also shown that the thermal placement method ec&fe not only with 3D ICs but also
with 2D ICs. In these experiments, the ibmO1 bematk was used with the number of
layers increased from one to eight and the interlaya coefficient set tox10°. In
Figure 51, the change in the interlayer via coamd wirelength is shown as the thermal
coefficient is increased for 3D ICs with 1, 2, 4,a8d 8 layers. The percent increase in
wirelength and interlayer via counts is shown imgufe 52 and Figure 53, and the
reduction in average temperature and total powshasvn Figure 54 and Figure 55 as the

thermal coefficient increases with different nunsoef layers.

Inter-Layer Via Count and Wirelength as Thermal
Coefficient and Number of Layers Increase
20000 ; 1 1 l
18000 Increasmg —*—8layers |
16000 1 - Thermal  »~ ' . . | —=—6Layers |
Coefficient 4 Layers
S 14000 1 ——2layers |
8 12000 - —=—1Layer |
© |
210000 - |
[} |
% |
88000 1
o 1 1 1
£ 6000 P R e
4000 - | |
2000 - | |
0 : = : S
0.10 0.20 0.30 0.40 0.50 0.60 0.70
Wirelength, m

Figure51. The effect of thermal placement on interlayer via count and wirelength
asthe number of layersisincreased for ibmOL.
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Figure52. The percent increase in the wirelength of ibmOl as the thermal

coefficient isincreased with different numbers of layers.
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Figure53. The percent increasein theinterlayer via counts of ibm01 asthe thermal

coefficient isincreased with different numbers of layers.
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Figure54. The percent reduction in the average temperature of ibmOl as the

thermal coefficient isincreased with different numbersof layers.
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Figure55. The percent reduction in the total power of ibmOl as the thermal

coefficient isincreased with different numbers of layers.
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For any number of layers, as the thermal coefficiacreases, the temperatures and
power are reduced, but wirelengths and interlayar counts increase. Wirelength
increases similarly for any number of layers astbemal coefficient is increased. The
percent change in the interlayer via counts angéeature reduction becomes larger as
the number of layer increases. The maximum achleyaower reduction in each case is
similar when the thermal coefficient is high. lach of these figures, the one layer case
represents a 2D IC and shows that similar improvesnean be made with our thermal
placement method on 2D ICs as with multi-layer 813.1
6.6.3 Thermal Placement of Various Benchmarks

Thermal placements were created for the benchwiecliits from Table 7 using an
interlayer via coefficient of 210° and by varying the thermal coefficient from 0 to
4.1x10°. The average temperatures, maximum temperattoes, power, wirelength,
and interlayer via counts are shown in Table 1e&ubh Table 20 respectively. The
percent reduction in average temperature, maximempérature, and total power are
shown in Figure 56 through Figure 58. Figure 59 &mgure 60 show the percent
increase in the wirelength and interlayer via ceuot each of the benchmark circuits.
Figure 61 summarizes these results by averagingdteent change across all benchmark
circuits as the thermal coefficient increases. a@@rage, maximum temperatures can be
reduced by 33%, average temperatures by 29%, anerpby 23% as the thermal
coefficient is increased. Wirelength degrades & Bnd interlayer via counts by 27% at
this level of thermal optimization. Overall, theahplacement produced fairly similar
improvements across a wide range of circuit sizés.Figure 61, it is observed that
wirelength does not start to increase that much tini@rmal coefficients are greater than
2.56x10°. At that point, the wirelengths are only increhs®y 1%, but the average
temperatures are reduced by 19%. This thermaficieeft value of 2.5610° produces a
larger thermal improvement with only minor degraalain wirelengths and interlayer via

counts.
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Figure 56.

ibm18 asthe thermal coefficient isincreased.

Table 16. Average temperaturefor thermal placements of the benchmark circuits.

Thermal Coefficient

0 1.0E-08 | 4.0E-08 | 1.6E-07 | 6.4E-07 | 2.6E-06 | 1.0E-05 | 4.1E-05

ibm01 13.7 13.7 13.6 13.3 12.2 11.1 10.1 9.9
ibm02 | 18.0 17.7 17.7 17.4 15.8 14.3 13.2 12.4
ibm03 || 15.7 15.5 155 15.2 13.7 12.4 10.9 10.6
ibm04 | 15.9 15.8 15.6 15.3 13.8 12.3 11.1 10.6
ibm05 | 24.1 23.9 23.8 23.4 22.0 20.4 18.8 18.3
ibm06 | 21.5 21.1 21.0 20.4 18.3 16.3 15.4 14.9
ibm07 | 19.9 19.8 19.6 19.3 17.9 16.4 15.3 14.9
':‘LU ibm08 | 17.0 16.8 16.7 16.2 14.7 13.4 12.2 11.7
g ibm09 | 16.1 15.9 15.8 155 14.0 125 11.4 11.0
2 ibm10 | 16.4 16.3 16.2 16.1 15.2 14.1 13.2 12.8
@ ibom11 | 17.4 17.2 17.1 16.8 15.3 13.7 12.4 11.7
ibom12 | 17.7 17.6 17.5 17.2 16.1 14.8 13.6 13.1
ibm13 |[ 17.3 17.2 17.1 16.8 15.1 13.6 12.2 11.6
ibm14 | 16.2 16.0 15.9 15.6 14.1 12.7 11.3 10.6
ibm15 | 20.0 19.7 19.6 19.3 175 15.8 14.5 13.8
ibm16 | 19.9 19.8 19.7 19.4 18.0 16.6 15.5 14.8
ibm17 | 20.3 20.3 20.1 20.0 18.7 17.3 15.8 15.0
ibm18 | 15.6 15.5 15.4 15.1 13.7 12.3 10.9 10.3
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Figure57.

toibm18 asthethermal coefficient isincreased.

Percent reduction of the maximum temperature for benchmarks ibm0O1

Table 17. Maximum temperaturefor thermal placements of the benchmark circuits.
Thermal Coefficient

0 1.0E-08 | 4.0E-08 | 1.6E-07 | 6.4E-07 | 2.6E-06 | 1.0E-05 | 4.1E-05
ibm01 | 21.7 21.6 211 20.5 19.4 17.2 16.4 16.6
ibm02 | 30.4 29.8 30.1 30.7 26.2 22.3 22.5 19.3
ibm03 || 26.3 26.3 26.0 25.0 24.6 19.9 19.1 18.1
ibm04 || 26.8 25.8 25.9 26.1 24.2 21.4 17.3 17.7
ibm05 || 49.0 48.5 46.1 44.5 40.0 35.3 35.0 34.6
ibm06 |l 36.1 36.0 34.9 34.2 30.6 26.8 29.4 26.4
ibm07 |l 32.6 32.6 31.9 31.3 28.9 27.0 23.5 25.3
_:‘Ts ibm08 |l 33.9 32.6 32.4 29.9 27.5 24.9 21.5 19.9
g ibm09 |l 36.2 35.1 35.7 34.5 24.7 23.5 19.4 19.9
2 ibm10 |f 30.7 30.0 30.6 29.0 28.0 25.1 22.1 20.5
@ ibm1l | 33.4 33.1 31.4 31.3 27.7 24.9 21.7 21.0
ibm12 | 31.8 31.5 32.1 30.3 27.9 25.3 23.4 20.9
ibm13 |l 32.6 34.6 34.2 33.1 30.4 25.3 27.1 22.2
ibm14 | 31.0 30.7 30.5 31.4 26.7 24.3 19.2 20.4
ibm15 |l 37.9 34.8 36.1 34.3 31.7 27.8 26.0 26.0
ibm16 |l 35.1 35.5 34.6 35.2 32.1 27.9 26.4 25.7
ibm17 | 41.4 40.3 39.3 38.3 36.5 32.0 27.8 25.6
ibm18 | 39.1 39.6 40.3 36.0 33.5 31.0 21.4 25.7
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Figure 58.

thethermal coefficient isincreased.

Percent reduction of the total power for benchmarks ibmO1 to ibm18 as

Table 18. Total power for thermal placements of the benchmark circuits.

Thermal Coefficient

0 1.0E-08 | 4.0E-08 | 1.6E-07 | 6.4E-07 | 2.6E-06 | 1.0E-05 | 4.1E-05

ibm01 0.44 0.45 0.44 0.43 0.40 0.37 0.35 0.34
ibm02 0.85 0.84 0.84 0.84 0.77 0.71 0.67 0.64
ibm03 0.78 0.77 0.77 0.76 0.70 0.65 0.58 0.57
ibm04 1.08 1.07 1.06 1.04 0.96 0.88 0.81 0.77
ibm05 2.00 1.99 1.98 1.96 1.88 1.83 1.74 1.69
ibm06 1.36 1.34 1.33 1.30 1.18 1.08 1.02 1.00
ibm07 2.16 2.16 2.14 2.12 2.00 1.89 1.78 1.77
% ibm08 2.01 1.99 1.99 1.94 1.80 1.69 1.60 1.53
g ibm09 1.94 1.92 1.91 1.89 1.73 1.61 1.48 1.45
e ibm10 3.42 3.40 3.39 3.37 3.22 3.09 2.97 2.90
@ ibm11l 2.73 2.71 2.69 2.65 2.45 2.26 2.08 1.99
ibm12 4.06 4.03 4.02 3.99 3.77 3.60 3.38 3.28
ibm13 3.10 3.08 3.07 3.03 2.77 2.55 2.32 2.26
ibm14 6.02 5.95 5.93 5.85 5.38 4.96 451 4.23
ibm15 7.00 6.93 6.91 6.83 6.30 5.89 5.46 5.27
ibm16 9.80 9.77 9.72 9.64 9.12 8.69 8.31 8.03
ibm17 | 11.69 11.68 11.63 11.57 11.05 10.61 9.93 9.52
ibm18 8.45 8.41 8.39 8.29 7.69 7.16 6.53 6.22
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Figure59.

Percent increase in the wirelength for benchmarks ibm0O1 to ibm18 as
the thermal coefficient isincreased.

Table 19. Wirelength for thermal placements of the benchmark circuits.

Thermal Coefficient

0 1.0E-08 | 4.0E-08 | 1.6E-07 | 6.4E-07 | 2.6E-06 | 1.0E-05 | 4.1E-05

ibm01 0.27 0.27 0.27 0.27 0.27 0.28 0.29 0.31
ibm02 0.71 0.71 0.71 0.71 0.71 0.72 0.75 0.83
ibm03 0.68 0.68 0.68 0.68 0.68 0.69 0.74 0.83
ibm04 0.83 0.84 0.84 0.84 0.84 0.85 0.89 0.98
ibmO05 1.74 1.73 1.74 1.74 1.74 1.75 1.77 1.86
ibm06 1.08 1.08 1.07 1.08 1.08 1.09 1.16 1.24
ibm07 1.57 1.57 1.57 1.57 1.58 1.60 1.70 1.96
cfu ibm08 1.70 1.70 1.71 1.70 1.71 1.72 1.82 2.03
g ibm09 1.50 1.50 1.50 1.51 1.51 1.53 1.62 1.79
e ibm10 2.77 2.77 2.77 2.78 2.78 2.80 2.88 3.15
@ ibm11l 2.18 2.18 2.18 2.18 2.18 2.21 2.34 2.66
ibm12 3.58 3.58 3.58 3.59 3.60 3.62 3.80 4.01
ibm13 2.79 2.79 2.79 2.79 2.80 2.83 2.90 3.29
ibm14 5.81 5.81 5.81 5.81 5.82 5.87 6.24 7.21
ibm15 6.70 6.71 6.71 6.70 6.73 6.78 7.09 8.24
ibm16 8.52 8.52 8.53 8.52 8.55 8.62 8.96 9.75
ibm17 | 12.19 12.20 12.20 12.20 12.22 12.29 12.81 14.36
ibm18 9.13 9.12 9.13 9.14 9.16 9.23 9.61 10.81
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Figure60. Percent increase in the interlayer via count for benchmarks ibmO1 to
ibm18 asthe thermal coefficient isincreased.

Table 20. Interlayer via countsfor thermal placements of the benchmark circuits.
Thermal Coefficient

0 1.0E-08 | 4.0E-08 | 1.6E-07 | 6.4E-07 | 2.6E-06 | 1.0E-05 | 4.1E-05
ibmO01 7445 7543 7469 7405 7672 8191 9195 9750
ibm02 15061 15019 15053 15063 15285 16047 17454 17703
ibm03 12453 12499 12582 12445 12854 13930 15624 16937
ibm04 18689 18685 18547 18500 18948 20644 22584 23436
ibm05 24254 24283 24271 24196 24710 26181 28078 29907
ibm06 25676 25640 25553 25411 25718 27517 30001 30968
ibm07 31417 31525 31374 31214 31910 34279 36970 39042
cx? ibm08 32738 32778 32787 32443 33466 36082 40460 42009
g ibm09 32335 32210 32238 32130 33359 36513 40681 43167
2 | ibmi10 45522 45665 45524 45499 46174 49061 52835 55693
@ | ibmi1 42790 42871 42846 42613 43680 47177 52544 56527
ibm12 60247 60379 60159 59993 60171 63146 66974 70081
ibm13 52455 52440 52471 52234 53816 58830 65296 69768
ibm14 | 101512 | 101528 | 101522 | 100650 | 104219 | 114124 | 125669 | 132956
ibm15 | 119647 | 119281 | 119501 | 119205 | 122756 | 133922 | 147876 | 156210
ibm16 | 136661 | 136880 | 136621 | 136111 | 138919 | 147766 | 162881 | 171469
ibm17 | 155447 | 155969 | 155275 | 155789 | 158564 | 167258 | 182438 | 192702
ibm18 | 139807 | 139814 | 139787 | 139186 | 143926 | 156905 | 174446 | 186553
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Average Percent Change versus Thermal Coefficient
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Figure61. Average percent change in the interlayer via counts, wirelengths, total
power, average temperatures, and maximum temperatures for
benchmarksibmO1 toibm18 asthe thermal coefficientsare varied.

In Figure 62, the run time efficiency of thermdhgement is shown versus the
number of cells in the benchmark circuits. Thetrore of the placement method without
thermal considerations is also plotted and shows tthermal placement has a run time
overhead of about 12%. In this figure, the runetiof the thermal placement method

appears to scales well with increasing circuitsiaed is close to linear in efficiency.

96



Run Time versus Number of Cells
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Figure 62. Runtime of thermal placement method.

6.7 Conclusions

An efficient and effective thermal placement metheas developed for 3D ICs that
allows the tradeoff between wirelength, interlayga count, and temperature to be
explored. The method considers not only the theem@ronment, but also power usage.
As a result, both temperatures and power are nmuichin the process. In global
placement, net weighting is used to reduce thettheafhigh-powered nets and nets with
driver cells having high thermal resistances. A#ddal nets are added to move cells
toward lower thermal resistances. In legalizatidme cost of each cell movement
incorporates the thermal objective so that objectiinction degradation does not occur.
Generally, as the thermal coefficient is increagethperatures and power are reduced,

and the wirelength and interlayer via counts awreased. However, wirelength and
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interlayer via counts are sometimes reduced whethigermal coefficient is increased if it
is necessary for temperature reduction. Dependimghe technology, interlayer via
capacitances may be the dominant contributor tdadte power so thermal optimization
may involve adjusting the interlayer vias coeffitigo reduce the power caused by
interlayer via counts as well as adjusting therttarcoefficient. Our thermal placement
method was shown to be effective for both 2D ICd @b ICs with increasing numbers
of layers, and thermal placement produced similaprovements across all the
benchmark circuits tested. Finally, the run tinffeciency was shown to be nearly linear

with circuit sizes.
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7 Thermal Via Placement in 3D ICs

7.1 Introduction

As thermal problems become more evident, new phlsiesign paradigms and tools
are needed to alleviate them. With increasing paleasities and thermal resistances of
VLSI chips, a greater amount of heat sinking cdadcused to alleviate thermal problems.
However, improved heat sinking may not be practmalaffordable. Using existing
technology, thermal vias can be fabricated as dumias/for improving heat conduction
and reducing thermal problems. Thermal vias witairt high thermal conductivities
greatly reduces the thermal resistance along the dissipation paths internally, similar
to what heat sinks do externally. However, thermas$ take up valuable routing space,
and therefore, algorithms are needed to minimiee tsage while placing them in areas
where they would make the greatest impact. Thepralems are expected to be more
prominent in 3D ICs than in 2D ICs, and in ordetdke advantage of the benefits of 3D
integration, these thermal problems need to becowee. Fortunately, thermal vias can
be used to alleviate these thermal problems anddidmimore effective in 3D ICs.

With our thermal via placement method [97] [98)jertmal vias are assigned to
specific areas of a 3D IC and used to adjust te#ective thermal conductivities.
Temperatures are quickly calculated during eadtatiten using FEA and used to make
iterative adjustments to the thermal conductivitre®rder to achieve a desired thermal
objective. Various thermal objectives can be usgél this method such as achieving a
desired maximum operating temperature. With theshod, 49% fewer thermal vias are
needed to obtain a 47% reduction in the maximunp&atures, and 57% fewer thermal
vias are needed to obtain a 68% reduction in therman thermal gradients than would
be needed using a uniform distribution of thermialsvto obtain these same thermal
improvements. Similar results were seen for othermal objectives, and the method

efficiently achieves its thermal objective whilenimizing the thermal via utilization.

7.2 Thermal Vias

The idea of using thermal vias to alleviate thdrprablems was first utilized in the

design of packaging and printed circuit boards (PICR.eeet al. studied arrangements of
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thermal vias in the packaging of multichip moduleKCMs) and found that as the size of
thermal via islands increased, more heat remova achieved but less space was
available for routing [99]. Li studied the relatghips between design parameters and the
thermal resistance of thermal via clusters in PGBsl packaging [100]. These
relationships were determined by simplifying viasters into parallel networks using the
observation that heat transfer is much more efitciertically through the thickness than
laterally from heat spreading. Pinjatal performed further thermal characterizations of
thermal vias in packaging [101], and Yamtjial. examined the effectiveness of thermal
vias in 3D MCM [102]. Although these papers hawaited application for the
placement of thermal vias inside chips, the bask and properties of thermal via are
demonstrated. It is important to realize thatehera tradeoff between routing space and
heat removal, indicating that thermal vias showddused sparingly. Simplified thermal
calculations can be used for thermal vias, andliteetion of heat conduction is primarily
in the orientation of the thermal vias.

Chianget al first suggested that “dummy thermal vias” canadgled to the chip
substrate as additional electrically isolated Weareduce effective thermal resistances and
potential thermal problems [103]. A number of papeave addressed the potential of
integrating thermal vias directly inside chips &aluce thermal problems internally [12]
[14] [29] [103] [104]. Because of the insulatinfjeets from numerous dielectric layers,
thermal problems are greater in 3D ICs and themaa can have a larger impact in 3D
ICs than in 2D ICs. In addition, interconnect stames can create efficient thermal
conduits and greatly reduce chip temperatures [105]

It has become of particular interest to desigitiefiit heat conduction paths right into
a chip to eliminate localized hot spots directBespite all the work that has been done in
evaluating thermal vias, thermal via placement ritigms are lacking for both 3D and 2D
ICs. As circuits and temperature profiles increaseomplexity, efficient algorithms are
needed to determine the most effective locationramdber of thermal vias to use. The
thermal via placement method [97] presented in tigsis uses designated thermal via
regions to place thermal vias and efficiently atfjube density of thermal vias in each of

these regions with minimal perturbations on routirig the design process, thermal via
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placement can be applied after placement and befatang.

As discussed in Section 2.2, there are a numbdiffefent fabrication technologies
being developed for 3D ICs, and it is not entiredytain which of these will ultimately
prevail. Therefore, developing 3D CAD tools neede flexible and general enough to
handle these different technologies and future Idpweents. In its formulation, our
thermal via placement method was designed to lecasology independent as possible.
However, in our implementation, we focused on 3Bht®logies that have relatively
thick insulative layers (such as wafer-bonded 3B) lthat can be augmented with highly
conductive metal vias to greatly reduce the themasistances in selective areas. In our
experiments, thermal via placement was applied®C® produced using wafer bonding
technology, specifically, the wafer bonding fabtica technology used by MIT Lincoln
Labs [24] [89] [90]. With different fabrication ¢bnologies, different materials and
geometries would change the thermal propertieh®ftlhiermal vias, but the underlining
thermal via placement methodology would remain shee, i.e., iteratively adjust the
thermal conductivities of the thermal via regiorssng a thermal objective. For other
fabrication methods, the relationship between tlaéroonductivity and thermal via
density would differ.

Thermal via construction, availability, and effgeness greatly depends on the
specific fabrication method used. In order forth&l vias to be effective, they need to be
made out of a highly thermal conductive materialhsas copper, there must be adequate
capacity available to include them, their surrongdmaterial must be of low thermal
conductivity, and large thermal gradients neede@iesent. In particular, wafer bonded
3D ICs have been shown to obtain great improvemientsis regard [14], but 3D ICs
produced using crystallization and TFTs may alseeliefrom this method. However, it
is unclear from the literature as to how much improent can be made with thermal vias
in these 3D ICs. Their thinner insulating layerswd by themselves reduce thermal
resistances and reduce the effectiveness of thetiaglbut higher interlayer via densities
would increase the effectiveness of using thermad.v In addition, thinner layers could
create higher power densities that would resulthigher thermal gradients making

thermal vias more effective. This could be an arkeéuture research as crystallization
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methods for producing 3D ICs matures. Althoughitiad vias have also been utilized in
3D MCMs as a way of mitigating thermal problemsréhare limitations in applying our
method to 3D MCMs. Generally, 3D MCMs provide ceations to different dies at only
the edges of the chips, and the numbers of ineecdnnections are limited. In addition,
the number of possible thermal vias and the abibtyntersperse them throughout the

structure is also limited in 3D MCMs.
7.3 Thermal Via Regions

In order to make the placement of thermal viasenmoanageable, certain areas of the
chip are reserved for placing thermal vias. Thmation of the thermal via regions in a
3D IC is shown in Figure 63. These regions arenlgvplaced between the rows in a
standard cell design within an inter-row space. idter-row space is necessary for the
interlayer vias because they go through the silicéttowever, in other designs, white
space could be used instead for interlayer viastlaganal vias. In Figure 63, a thermal
via regions is enlarged to show its individual that vias. Each thermal via region
would contain a uniform density of thermal viasd &ne thermal via placement algorithm
determines the density in each of these regions:igure 64, the 3D IC has been rotated
90° about the z-axis and cut away to show the indaicievices, interconnect, and

thermal vias.
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Figure 63. Thermal mesh for a 3D IC with thermal viaregions.
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Figure 64. Cutaway showing transistors and inter connects.

The thermal via regions are composed of eleclyigablated vias and are oriented
vertically between the rows. The density of thermhmal vias determines the thermal
conductivity of the region which in turn determintge thermal properties of the entire
chip. They are generally obstacles to routing pkéer regions that require only a low
density of thermal vias. Placing thermal vias pedafic regions allows for predictable
obstacles to routing, and allows for regularity amiformity in the entire design process.
Moreover, it limits the density of these routingstdxles in any particular area so that the
design does not become unroutable.

The value of the effective thermal conductivityaimy particular direction depends on
the density of thermal vias that are arranged at thirection. Increasing the number of
thermal vias in one direction does increase thecatfe thermal conductivity in the other
directions but at an order of magnitude less. dtmplicity, the interdependence can be
considered to be negligible, and the effective rtt@rconductivities in the, y, andz

directions can be considered to be independentéstain extent.

104



Current integration technologies for producing 8D result in the layers being
closely stacked together and the design space hgimty compressed in thedirection.

In addition, the location of the heat sink in redatto the heat sources produces a heat
flux that is primarily downward in direction withewy minor lateral components.
Furthermore, with the thermal via regions beingted vertically, lateral thermal vias
would have little effect. As a result, lateral riin@l conductivities (in thex andy
directions) are generally unchanged by this methechuse the thermal gradients in the
vertical ) direction are almost two orders of magnitude darghan in the lateral
directions. In this thesis, the method will be eéleped for all three directions, but for the
reasons outlined above, only vertically orientedritinal vias will be considered in the
implementation and results.

In this method, 3D ICs are meshed into regionenfehts) as shown in Figure 63.
Vertically (in the z direction), the chip is sep@a into bulk substrate, layer, and
interlayer elements. The bulk substrate is locatethe bottom attached to the heat sink.
Above the bulk substrate elements are the layenrgedayer elements. In a 3D IC, the
interlayers are composed of interlayer vias anddbmgnmaterials that connect the layers
together, and the layers contain the device andinhetels. Transistors, the primary
sources of heat, are located at the bottom of &a@r in the row regions. In standard
cell designs, cells are placed into rows with kitaw spaces between them. These inter-
row regions are necessary to accommodate interctsibetween different layers, and
some of these areas can serve as thermal via seglarour method, thermal via regions
are represented as special elements having variabienal conductivities in the FEA

mesh.

7.4 |terative Thermal Via Method

For a given placed 3D circuit, an iterative methveas developed in which, during
each iteration, the thermal conductivities of derfaEA elements (thermal via regions)
are incrementally modified so that thermal problere reduced or eliminated. Thermal
vias are generically added to elements to achiezeésired thermal conductivities. The
goal of this method is to satisfy given thermaluiegments using as few thermal vias as

possible, i.e., keeping the thermal conductiviiedow as possible.
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7.4.1 Updating the Thermal Conductivities

During each iteration, the thermal conductivittdgshermal via regions are modified,
and these thermal conductivities reflect the dgnsitthermal vias needed to be utilized
within the region. The new thermal conductivitee® derived from the element FEA
equations. Using Equation (8), we get:

[k e} ={p} (90)
where {} are the nodal temperatures in the element gcfe the fractions of the nodal
heat that transverse this particular element. Utlge reasonable assumption thg} {
does not change between the old and new values itemation, we get the following

expression:

[kC]new{t}neW = [kc]old {t}old (91)
If we multiply Equation (91) by de[l -1-111-1-1 1],

N h1-1-111-1-1), and %[1 111-1-1-1-1], respectively, we obtain the
W

2wd

following equations:

K ALY = K 2 A (92)
Kyt = KAt (93)
K Ie"ALDe" = K 29 At (94)
whereatrew = o HET LT AL T A G T 4 g™
* 4 4 ’
At)c()ld :tgld +t§|d +t2ld +t$ld _tlold +t§|d +t§|d +t§|d |
4 4
pprew = o UG AT T AT T
y 4 4 ’
Atold :tgld +t10|d +t2ld +t§|d _tgld +t§|d +tg|d +t$ld
Y 4 4
At = L e o I O o P ] |
4 4
and At;ld :tgld +t10|d Ztgld +t§|d _tgld +t§|d Ztgld +t$ld .

K¢, Ko, andK 2 are the thermal conductivities in they, andz directions before the
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iteration. K", KI*¥, andK*" are the thermal conductivities in the y, and z

directions after the iterationAt? , At?, and Aty are the change in temperature across

X

the element with respect to the X, y, and z dioesti before the iteration.

ALY, A", and At}*"are the change in temperature across the elemiémtespect to

the x, y, and z directions after the iteration.

The thermal gradientgew = {g™ 9,""% 9" and go = {3:2°, g,°¢, g%, are
functions of the positionx(y, 2), in the element, and at the center of the elenfenty.,
Z), they are equal to:

B o B

gy = w9 Ty (95),(96)
new At;ew old At;)ld

gy = h ) gy = T (97)1(98)
new At;ew ol Atgld

g9, = d ) zId :T (99)’(100)

Onew IS the desired new thermal gradient, ggd is the thermal gradient of the element

before the iteration. The nes can be found by combining Equations (92)-(100):
K old At old K old g old

K :ew = At new g new (101)
K old At old K old ~, old

V= e gg (102)
K old At old K old ~, old

e T (103)

{9 9,"" g,"*™ is chosen so that its component magnitudes argeclto some ideal

thermal gradient valu@gea, than g%, g,°%, g,”% using the following equations:
new g)?ld ’
9 | = Qidea (104)
gideal
- gold a
9y | = Yidea = (105)
gideal

107



old

g; ’
= Jideal (—J (106)
gideal

wheregiqeal IS @ NONNegative value amdis a user defined parameter between 0 and 1. If

new

9;

the magnitude of the old thermal gradient is betmas, the value is increased toward
Odeal fOr the new thermal gradient. If the magnitudehs old thermal gradient is above
Odeas the value is decreased towagghy. If the magnitude of the old thermal gradient
equaligea, then the thermal gradient is not modified.

Combining Equations (101)-(106) yields the follagiformulas that can be used to
update the thermal conductivities during each fitena

oid [\

e

K=K —— (107)
gideal
gold ~a

K=K = (108)
gideal
g la

Ky =K = (109)
gideal

These formulas decrease s when the thermal gradient is bel@yea and increase
them when the thermal gradient is aboyga. In the process, major sources of thermal
impedance are eliminated in areas of greatesttteeatfer, but for areas that are not on a
critical heat sinking path, th€'s are decreased to eliminate unnecessary thenaml v

The ideal thermal gradientggea, Must be chosen and specifically adjusted tofgatis
some desired thermal objective. This method isillle enough to handle a number of
different thermal objectives, but only one therrobjective can be used at a time. Each
objective type produces a different version of thermal via placement method to
specifically reach its objective value. For exammix different objective types were
explored in these experiments: maximum thermal igrad average thermal gradient,
maximum temperature, average temperature, maxirhenmal via density, and average
thermal via density. Before the first iteratiohetideal thermal gradient is initialized to

the magnitude of the average thermal gradient. h Edgjective type uses a different
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eguation to update the ideal thermal gradient dueach iteration, and they are listed as

follows:
gideal )
Jivear = Jigens —2 for an ideal maximum thermal gradieigtos (110)
max
gideal )
Jiveas = Jigew —2— for an ideal average thermal gradiegf" (111)
ave
ideal )
Jiseas = Jidea _I[“& for an ideal maximum temperatufg; (112)
max
ideal )
Oideal = Fideal _FL for an ideal average temperatufe.” (113)
ave
m . . . o
Uigeas = Jiea —- for an ideal maximum thermal via density, o (114)
max
m . : "
Jigea = Jigeas —s- for an ideal average thermal via density;," (115)

ave

For the thermal gradient and temperature objetyipes, if the value is too low in the
previous iterationgigeal iS increased for Equations (110)-(113). Likewiséhe previous
value exceeds the desired valggea is decreased to lower the thermal effects. Fer th
thermal via density objective types in Equationd4(l and (115), if the previous
iteration’s value is too lowgigea IS decreased so more thermal vias will be needfetie
previous iteration’s value is too higbigea iS iNncreased so fewer thermal vias will be
used. Other thermal objectives are possible with method as long as an appropriate
equation is used to update the ideal thermal gnadiad the value of the objective is
reachable.

7.4.2 Thermal Via Density

As stated earlier, the thermal conductivity ohartal via region is determined by its
density of thermal vias. After thermal via placemeetermines the required thermal
conductivities, the thermal via densities can biemeined. Individual thermal vias are
assumed to be much smaller than the thermal viarregre arranged uniformly within
the thermal via region, and change the effectiegnttal conductivity of the thermal via

region. The percentage of thermal vias or metdlln, m, (also called thermal via
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density) in a thermal via region is given by thikdwing equation:

m= rL'\A/"—rT (116)
wheren is the number of individual thermal vias in thgiom, Aia is the cross sectional
area of each thermal via is the width of the region, ardis the height of the region.
The relationship between the percentage of theviaaland the effective vertical thermal
conductivity is given by:

K" =mK,, +(1-m)K e (117)

where Kyia is the thermal conductivity of the via materialdali,

is the thermal
conductivity of the region without any thermal viadsing this equation, the percentage

of thermal vias can be found for alty"®" provided that(,;»*" < K,"*"< Kyia:

K Qew -K IZayer
- K. -K layer (118)

In this implementation, only the vertical thern@nductivities will be optimized
using Equation (109). Equations (107) and (108)mvait be used for updating the lateral
thermal conductivities because the thermal vias cary oriented vertically in these
experiments. During each iteration, the new vattibermal conductivity is used to
calculate the thermal via density, and the lateral thermal conductivities for each
thermal via region. The effective lateral thermahductivity can be found using the

percentage of thermal vias;

m
K =K = ez M (119)
1- \/ﬁ + m
Klgltyeergl KVIa
Table 21. Thermal Conductivities of Thermal Vias Regions
Layer Interlayer Chip Average
Thermal Thermal Thermal
.| Percent .| Percen g Percent
Conductivity Therma Conductivity Therma Conductivity Therma
(W-m™K") Via (W-mK) Via (W-m™K") Via
Vertical|Lateral Vertical|Lateral Vertical|Lateral

Minimum| 1.11 | 2.15 0% 1.100 1.10 0% 111 2.06 0%
Midrange| 100.33| 3.21 | 25% | 50.71] 1.31 125% 96.13 3.05 23.0%
Maximum| 199.55| 5.75 | 50% | 100.33 1.65 | 25% | 191.14 540 | 47.9%
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Figure 65 and Table 21 show the relationship betwtee thermal vias densities and
the thermal conductivities in the vertical and fatedirections for thermal via regions
having vertically oriented thermal vias. In Figus, Equations (117) and (119) were
used to plot the relationship between the percentdgthermal vias in a thermal via
region and its effective thermal conductivities inits of Wm™-K™). It can be seen that
the vertically oriented vias (as shown in Figuré p®duce a much greater effect in the
vertical thermal conductivity. In Table 21, themmum, midrange, and maximum
thermal conductivity values are given. In the raidye case, the average of the minimum

and the maximum thermal via density values of ¢helmal via region was used.

The Relationship between Thermal Via Density and Thermal Conductivity

- 150

- 100

Lateral thermal conductivity

Vertical thermal conductivity

- 50

0 T T T T T T T T T 0
0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%

Percent Metallization

Figure 65. Per centage of thermal viasvs. thermal conductivity.

7.5 Implementation

In the thermal via placement method shown in FgeB, the thermal gradients are
used to update the thermal conductivities of tleertfal via regions. In the process, the
thermal gradients are compared to an ideal thegredient value which is modified

during each iteration so that a certainjectiveis reached. In our implementation, the

111



desiredobjectivevalue for one of six different objective typesused by the algorithm:
maximum thermal gradient, average thermal gradierximum temperature, average
temperature, maximum thermal via density, or avetagrmal via density. Based on the

objective type, the ideal thermal gradient is updatccordingly during each iteration.

THERMAL_VIA PLACEMENT(objective ) {
SET  didea TO Qave
SET K's TO MININUM
CALCULATE TEMPERATURE PROFILE
WHILE NOT CONVERGED {
FOR EACH THERMAL VIA REGION {

Kz = Kz (l gzll Jideal )1_0
UPDATE KIateral

}
CALCULATE TEMPERATURE PROFILE
UPDATE  gieew USING objective

}
}

Figure 66. Pseudocode of the thermal via placement algorithm.

The thermal via placement algorithm is initializég setting the ideal thermal
gradient,gisea, to the average thermal gradiegd,e obtained in the midrange case. In
addition, all thermal conductivitieK{s) are set to their minimum values, and an initial
temperature profile is calculated before enterirgrnain loop. Temperature profiles are
calculated using FEA, as described in Section 8, tais gives the temperatures of the

nodes and thermal gradients of the elements.

During each iteration of the main loop, the thdreanductivities of the thermal via
regions are modified, and the temperature profitthe chip is recalculated using the new
thermal conductivities. For each thermal via ragite vertical thermal gradierg,, at
the center of the element is calculated using Egu#&L00). Using the magnitude gf a
new vertical thermal conductivits,, is calculated using Equation (109 i6 set to 0.5
in these experiments). If the new thermal condugtiexceeds the minimum or
maximum value for that element, it is set to theigaf the bound that it exceeds. Using
the new vertical thermal conductivity, the therma&a density and lateral thermal

conductivities Kiateral, are also updated using Equations (118) and (119).
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Using the new temperature profile of the chip, ttheal thermal gradiengigea, IS
modifying with the desireabjectivevalue using Equation (110), (111), (112), (113),
(114), or (115) depending on which objective typeased. The algorithm terminates after
the 1-norm of the change in thés is less than some small> 0 and percent difference

between the current value and deswbgectivevalue is also withirg.

In choosing a desireabjectivevalue to be given to the algorithm, it must bealssn
the values obtained when all thés are minimized and all th€’s are maximized. The
algorithm simply finds the configuration of thermahs between these two extremes that

gives the desiredbjectivevalue. For example, if an ideal maximum tempemtifed

for the chip is desired, it must be less than tleimum temperature obtained when all
the K’'s are minimized and greater than the maximum teatpee obtained when all the

K’s are maximized in order for this maximum tempematto be realizable. In these
experiments, the desirabjectivevalues were used from the case where all the @derm
via regions were given the midrange values as showiable 21. This gives thermal

gradient and temperature values that are greallyceel from the case when no thermal
vias were used and provides a comparison to the whsre all the thermal via regions
are given the same via density. In practice, iudde useful to use some maximum

allowable value of the design for the desicdgjectivevalue. For example, a maximum

allowable operating temperature of the chip cowdibed fof ®® in order to determine

max
minimum amount of thermal vias and configuratioreded to achieve this maximum

temperature.

7.6 Results

The algorithm for thermal via placement was impabted as a computer program,
written in C++ and run on a Linux workstation wahPentium 4 3.2GHz CPU and 2GB
memory. The conjugate gradient solver with ILUtéaization preconditioning from the
LASPack package [106] was used in our program lgesdbe FEA systems of equations.
The thermal via placement method was tested usamghmark circuits (as shown in
Table 22) from the MCNC suite [107] and the IBM-RCE benchmarks [86] that were

previously placed using a 3D placement tool [27].
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Table 22. Benchmark Circuits

name | cells nets
struct | 1888| 1921
biomed 6417 | 5743

ibm01 | 12282| 11754
ibm04 | 26633 | 26451
ibm09 | 51746| 50679
ibm13 | 81508 | 84297
ibm15 | 158244 161580

Dimensions used in this thesis for the 3D ICs vibEmged on the design specifications
for MIT Lincoln Labs’ 0.18im 3D FD-SOI technology [24] [89] [90]. However, we
simulated the future progression of 3D IC technpldry using four layers, copper
interconnects, and higher interlayer via densitids. order to accommodate multiple
layers, only face-to-back bonding was used to orlapers [26]. With face-to-back
bonding, adjacent wafers are bonded together \wighdevice layer of one wafer being
adjacent to the top metal layer of another. Initamid power usage is increased to

simulate the projected power densities at a movarazed technology node (~65nm).

The bulk substrate was given a thickness ofjuisfdayers were given thicknesses of
5.7um, and interlayers were given thicknesses ofifh.7 Four layers were used, and the
chip size was set at 2cm 2cm with the cell sizes adjusted accordingly. rivied via
regions were even distributed between the rowsgarah 10% of the total chip area. The
thermal conductivity of the silicon in the bulk sttate was set to 150W/mK, and the
thermal vias were assumed to be copper with a tleconductivity of 398W/mK. The
thermal conductivities used in the layer and iatgzt elements are shown in Table 21.
Thermal via regions had variable thermal conduiéisiranging from the minimum to
maximum values given in Table 21. All other eletsemsed the thermal conductivities

corresponding to the lateral midrange values.
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The power densities used in these experiments dareed from [108] [109] [110]
and reflect the power usage at approximately thenmb®mode. Power densities are
becoming more unevenly distributed in modern miosopssors with the power densities
of more active areas being much greater than thd¢ss active blocks [109] [110].
Therefore, an asymmetrical power distribution wesduto account for this and accurately
simulate the hot spots and large thermal gradi#mis can occur in these circuits.
Because the switching activity and power dissipatidormation is not available for the
benchmark circuits, a random power distribution wasd with 90% of the cells given
power densities ranging from 0 to 2 x®10/m? and 10% of the cells given power
densities ranging from 2 x 1@ 4 x 16 W/m?%. However, if more information about the
power dissipation of the cells is known, it canilgase used instead of a random power
distribution. In these experiments, the bottonthef chip was made isothermic with the
ambient temperature to represent the heat sinkttfadop and sides of the chip were
made insulated in order to simulate the low heakisg properties of the packaging. If
desired, a more sophisticated thermal model forhtbet sink and packaging could be
used instead. The ambient temperature was set’Gof@ convenience, but the

temperatures can be translated by the amount abtiiey ambient as desired.

For the benchmark circuits, FEA meshes were prediun which the number of
elements increases linearly with the number ofsdellthe circuit. Because the internal
structures of the cells are not provided in thechemark data and because the specific
interconnect structures can not be obtained ufter aouting, the FEA elements were
given cell-level granularity. In addition, detall@ower profiles of the cells are also not
provided in the benchmark data so single, unifoeatIsources were used to represent the
cells in the thermal mesh, and the granularityhef €lement sizes was commensurate
with this. Because these structural details ateawnailable, a finer granularity of element
sizes would not significantly improve accuracy amduld unnecessarily increase run
times. As see in Figure 63, the heights of the ao@ inter-row regions corresponding to
the heights of the elements. Likewise, the depththe layer and interlayer regions
correspond to the depths of the elements, and tdthsvof the elements were made

similar to the element heights.
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7.6.1 Using Uniform Thermal Via Densities

In the first set of experiments, thermal via deesi were increased from their
minimum to maximum values, and the change in thgtratures and thermal gradients
was observed as shown in Table 23. In this taQlejs the average temperatuii@axis
the maximum temperaturgave IS the average thermal gradient, @ngyis the maximum
thermal gradient. The units used in this table #wedproceeding tables are‘@ for the
temperatures and K/m for the thermal gradients.e Titermal via regions were all
assigned the same minimum, midrange, and maximenmtd conductivity values from
Table 21. The minimum values correspond to the gdsere no thermal vias are used,
the maximum values correspond to maximum thermalugage, and in the midrange
case, thermal via regions were assigned thermalesiaities that were the average of the
minimum and maximum values. In Table 23, we cantkat as the thermal via densities
of the thermal via regions are increased, the teatpes and thermal gradients decrease.
The temperatures and thermal gradients in the niimirand maximum cases define the
bounds on the thermal values that can be obtain@th fadjusting the thermal via
densities. At the midrange with an average thewnsbensity of 23.9% in the thermal
via regions, the maximum temperatures were 47.3fid@nd the average temperatures

were 28.3% lower than in the case where no thevimalwere used.

Table 23. Thermal Propertieswith a Uniform Distribution of Thermal Via Densities

Benchmar Thermal Via Densities of Thermal Vias Regions
Circuit Minimum (0%) Midrange (23.9%) Maximum (47.9%)
name Tave Tm ax gave gmax Tave Tmax gave gmax Tave Tmax gave gmax

CCO)[(CC)| (K/m) | (K/m) [(°C)|(°C)| (K/m) | (K/m) [(°C)[(°C)| (K/m) | (K/m)

struct | 15.458.9(1.86E+%2.07E+6/10.9|35.0|5.67E+4 6.14E+5|10.4{31.3(4.08E+4 3.87E+5
biomed | 14.062.2|1.67E+%2.25E+6/10.0|32.0{ 4.92E+4 6.29E+5| 9.5 [26.1|3.35E+4 4.03E+5
ibm01 | 14.445.111.71E+%1.64E+6/10.1|26.2| 4.96E+4 5.92E+5| 9.6 |22.7|3.36E+4 3.77E+5
ibm04 | 13.554.011.51E+%2.00E+6/10.0{26.5|4.42E+4{ 4.71E+5| 9.6 |21.4{2.98E+4 2.94E+5
ibm09 | 13.453.0/1.56E+%1.46E+6/10.2|26.8| 4.55E+4| 5.32E+5| 9.8 |21.4{3.04E+4 3.41E+5
ibm13 | 14.447.31.84E+51.88E+6/10.3|23.6|5.34E+4| 6.53E+5| 9.7 |19.3|3.55E+4 4.25E+5
ibm15 | 15.152.82.01E+%2.00E+6/10.5|26.5|5.78E+4| 6.97E+5| 9.9|20.6|3.83E+4 4.54E+5
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The previous set of experiments demonstrate thelipa thermal improvements that
can be made by using a simple thermal via placeswr@me where thermal via regions
are given a uniform distribution of thermal via deies. However, with the more
sophisticated thermal via placement method fronufé@6, larger thermal improvements
can be made with fewer thermal vias and a nonumifdistribution of thermal via
densities. As will be seen in the following expeents, the thermal via placements that
are generated by this algorithm lie along a comtirsucurve of optimized thermal via
placements between the minimum and maximum cas€aldé 23. This stems from the
fact that the algorithm converges at a specifiz@dbr the internal variabl@jgea, and
produces a thermal via placement that correspands tThis algorithm finds the point,
representing a specific thermal via placement, glibiis curve that satisfies the desired

thermal objective.

Six objective types were examined in the followaxperiments: maximum thermal
gradient, average thermal gradient, maximum tentpeya average temperature,
maximum thermal via density, and average thermal density. For each of these
experiments, the values obtained in the midrange é@m Table 23 were used as the
desired objective values for the algorithm. Thesees are used only to illustrate the use
and effectiveness of this thermal via placementogttand any other values can be used
as the objective as long as they are between thes/abtained at the minimum and

maximum cases.

7.6.2 Thermal Gradient Objectives

In Figure 67 the average and maximum thermal gradiwere plotted against the
thermal via densities for thermal via placementsioled using our method and a uniform
distribution of thermal vias for the benchmark aitcstruct. The solid curves represent
the values obtained using our thermal via placemsthod, and as can be seen, these
curves are significantly better than the dashedvesurobtained using a uniform

distribution of thermal via densities.
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Thermal Gradient Before and After Thermal Via Placement

average thermal gradient with uniform metallization
average thermal gradient with our method
------- maximum thermal gradient with uniform metallization
maximum thermal gradient with our method
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Figure 67. Thermal gradient optimization curvesfor struct.

In Table 24, thermal via placements were obtaiosshg the maximum thermal

gradients from the midrange case (in Table 23hasbjectives. In this tabl&aeis the

average vertical thermal conductivity of the therma regions, anan,e is the average

density of thermal vias in the thermal via regior@n average, thermal via placements
had a thermal via density of only 10.2% in the tiegrvia regions in order to obtain the
same maximum thermal gradients as in the midraage.cThis means that 57.3% fewer
thermal vias were needed with thermal via placerttent in the midrange case to obtain
the same maximum thermal gradients. These maxit@mmal gradients were 68.1%
lower than in the case where no thermal vias wesglu In these experiments, thermal

via regions were assigned to only 10% of the tciigd area, and thermal vias require only

10.2% of this area to satisfy this objective sarna vias would occupy only 1.02% of

the total chip area. With this small amount ofdBlages, it is expected that routability

would be minimally affected.
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Table 24. Optimization to Maximum Thermal Gradient

Circuits | Kave W-m™K™) | Muwe | Tave (°C) | Tmax (°C) | Gave (KIM) | Gmax (K/m)
struct 29.3 7.1% 11.6 36.1 8.61E+D&.14E+05
biomed 44.7 11.0% 10.2 33.1 6.22E+04 6.29E+05
ibm01 29.6 7.2% 10.8 30.7 7.71E+04%6.92E+05
ibm04 52.1 12.89 10.1 26.4 5.14E+04 4.71E+05
ibm09 39.7 9.7% 10.5 29.0 6.15E+04.32E+05
ibm13 42.3 10.49 10.6 26.0 7.03E+04 6.53E+05
ibm15 54.3 13.49 10.6 25.1 6.80E+04 6.97E+05

In Table 25, thermal via placements were obtainsthg the average thermal
gradients from the midrange case as the objectiVdse thermal via placement method
used an average thermal via density of 17.6% irtitbiamal via regions instead of 23.9%.
These thermal via placements gave lower reductiotige thermal via densities than with
the maximum thermal gradient objectives becauseetlseless room for improvement
with the average thermal gradient values as can seeFigure 67 by the smaller gap

between the curves.

Table 25. Optimization to Average Thermal Gradient

Circuits | Kave Wm™K™) | Mue | Tave (°C) | Tmax (°C) | Gave (KIM) | Gmax (K/m)
struct 71.1 17.69 10.7 32.3 5.67E+04.01E+05
biomed 70.5 17.5% 9.8 29.3 4.92E+058.13E+05
ibmO1 71.2 17.7% 10.0 24.9 4.96E+D&.88E+05
ibm04 69.3 17.2% 9.9 24.4 4. 42E+D4.23E+05
ibmOQ9 70.6 17.5% 10.1 24.4 4 55E+D8&.96E+05
ibm13 70.8 17.69% 10.1 22.4 5.34E+D4.92E+05
ibm15 72.9 18.19% 10.3 22.5 5.78E+D&%.92E+05

7.6.3 Temperature Objectives
In Figure 68, the average and maximum temperatuees plotted against the thermal
via densities for thermal via placements obtainsthgi our method and the simple

method with uniform thermal via densities. Thedalrves represent the temperatures
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obtained using our thermal via placement method anedsignificantly better than the

dashed curves obtained using a uniform distributiiotihermal via densities.

Temperature Before and After Thermal Via Placement

60
average temperature with uniform metallization
1 average temperature with our method T95
L R maximum temperature with uniform metallization
- maximum temperature with our method 190

Maximum Tem perature (C)

T T T T T T T T T 10
0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

Percent Metalization

Figure 68. Temperature optimization curvesfor struct.

In Table 26, thermal via placements were obtaumgdg the maximum temperatures
from the midrange case as the objectives. On geethe thermal via placements used
only a thermal via density of 12.3% in the therm& regions in order to obtain
maximum temperatures that are 47.3% lower thameénntinimum case. 48.5% fewer
thermal vias were needed than in the midrange tasebtain the same maximum
temperatures. With only 10% of the chip area assigo thermal via regions, thermal

vias would occupy only 1.23% of the total chip area
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Table 26. Optimization to Maximum Temperature

Circuits | Kave (WM™ K™) | Muwe | Tave °C) | Tmax (°C) | Gave (K/M) | gmax (K/m)
struct 34.9 8.5% 11.4| 350| 7.97E+D5.74E+05
biomed 50.1 12.3% 10.1 | 32.0 | 5.88E+04 5.94E+05
ibm01 57.1 14.1% 10.1 | 26.2 | 5.58E+04 4.20E+05
ibm04 51.6 12.7% 10.1 | 265 | 5.16E+04 4.72E+05
ibm09 51.1 12.6% 103 | 26.8 | 5.40E+04 4.72E+05
ibm13 59.8 14.894 103 | 23.6 | 5.85E+045.43E+05
ibm15 46.0 11.3% 10.8 | 265 | 7.44E+04 7.55E+05

The average temperatures from the midrange case wged as the desired objective
values for the results in Table 27. With this chjee, an average thermal via density of
14.3% was needed. Similar to the average thernaglient curves, the gap between the
average temperature curves in Figure 68 show tfiat improvement can be expected
with the average temperature.

Table 27. Optimization to Average Temperature

Circuits | Kave (W-m™K™) | Mue | Tave (°C) | Tmax (°C) | Gave (K/M) | Gmax (K/m)
struct 57.9 14.3% 10.9 32.9 6.27E+04 4.45E+05
biomed 57.0 14.1% 10.0 30.9 5.50E+04 5.64E+05
ibm01 58.0 14.3% 10.1 26.1 5.53E+04 4.16E+05
ibm04 57.2 14.1% 10.0 25.7 4.89E+04 4.55E+05
ibm09 58.2 14.4% 10.2 25.7 5.04E+04 4.41E+05
ibm13 57.7 14.3% 10.3 23.8 5.97E+04 5.54E+05
ibm15 59.1 14.6% 10.5 24.3 6.50E+04 6.67E+05

7.6.4 Thermal Via Density Objectives

The maximum thermal via densities produced using raethod and the uniform
thermal via density method are plotted in Figure 89e solid curve was obtained using
our thermal via placement method, and it rapidtyeases and plateaus at the maximum
value as the average thermal via density increashs.dashed curve was obtained using

a uniform distribution of thermal via densities andreases linearly as a result.
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Thermal Via Density Before and After Thermal Via Placement
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Figure 69. Maximum thermal via densitiesfor struct.

Table 28. Optimization to Maximum Thermal Via Density

Circuits | Mave | Mnax | Tave (°C) | Tmax (°C) | Gave (K/M) | Gmax (K/m)
struct | 3.3%| 25.0%| 12.6 40.9 1.14E+0% 8.06E+05
biomed| 3.3% 25.0%| 11.5 44.8 1.01E+0% 1.02E+06
ibm01 | 5.2%| 25.0%| 11.2 32.8 8.82E+04 6.85E+05
ibm04 | 4.1%| 25.0%| 11.2 36.2 8.61E+04 7.18E+05
ibm09 | 5.2%| 25.0%| 11.2 34.6 8.19E+04 6.89E+05
ibm13 | 4.4%| 25.0%| 11.6 31.4 1.02E+0% 9.26E+05
ibm15 | 4.0%| 25.0%| 12.0 35.6 1.17E+0% 1.07E+06

Table 28 shows the thermal via placements obtauséty a maximum thermal via
density of 25% (from the midrange case) as thecatibgg The average thermal via

densities obtained for this objective were muchdowand had an average of 4.2%. The

122



other thermal properties were not as good as inmigeange case but were much better
than the minimum case where no thermal vias weed.u$Vith the value of 25% for the
maximum thermal via density, significant thermapnovements can be made with very
little thermal via utilization. At this point omé optimization curve, thermal via regions
use only 4.2% of its area, but the maximum themgnadiient is reduced by 55.5% and the
maximum temperature is reduced by 31.4% as comgard#ite case where no thermal
vias are present. This objective could also be& tiseensure that no thermal via regions
use more thermal vias than some specified amoahidhower than the actual maximum
possible utilization.

The average thermal via density of 23.9%, santkeamidrange case, was used as the
desired objective value for Table 29. With the saawerage thermal via density, the
thermal properties are improved considerably over thermal via placements with
uniform thermal via densities. The results frons thill be more clearly summarized in

the next section.

Table 29. Optimization to Average Thermal Via Density

Circuits | Kave (W-m™K™) | Mue | Tave (°C) | Tmax (°C) | Gave (K/M) | Gmax (K/m)
struct 96.1 23.9% 10.5 31.7 4.89E+04 3.87E+05
biomed 96.1 23.9% 9.6 27.3 4.13E+04 4.08E+05
ibm01 96.1 23.99 9.8 23.4 4.19E+04 3.77E+05
ibm04 96.1 23.99 9.7 22.2 3.67E+04 3.34E+05
ibm09 96.1 23.99 9.9 22.5 3.81E+04 3.41E+05
ibm13 96.1 23.99 9.9 20.6 4.46E+04 4.25E+05
ibm15 96.1 23.9% 10.0 21.1 4.91E+04 4.66E+05

7.6.5 Comparing Different Objectives

A number of observations can be obtained fromdpemization curves shown in
Figure 67, Figure 68, and Figure 69. Not only ttaa absolute improvement of thermal
via placements be compared with the minimum caserevho thermal vias are present,

but also the relative improvement can be seen sg#ue simple method with uniform
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thermal via densities. The thermal improvementslz@mobserved at any average thermal
via density by comparing the curves vertically. abidition, the reduction in the average
thermal via densities can observed for any padictiiermal objective by comparing the

curves horizontally.

Table 30. Summary of Resultsfor Different Objectives

4%

Average percent change from the midrange cas

Objective
gmax gave Tm ax Tave rT}T'IaX mave

Omax 0.0% | 33.5%| 5.2%| 3.3% 79.6% -57.3%
Qave -23.3%| 0.0% | -8.3%| -1.7% 100.0%-26.5%
Tmax -8.6% | 20.9%| 0.0%| 1.4% 100.0Pe48.5%
Tave -15.3%| 11.3% | -3.5%| 0.0% 100.0%-40.3%
Mhax 40.9% | 93.3%| 30.7% 12.7% 0.0% | -82.4%
Mave -34.5%| -15.7%| -14.3%| -3.7% | 100.0% 0.0%

The results for these six objective types are sarimed in Table 30. The average
percent differences between the thermal via placémed the midrange case values are
given in this table. The thermal via placementhudtwas very accurate in achieved the
desired objective values as can be seen by thepsgoents (< 0.05%) in the diagonal.
This is not surprising sinaewas set to 0.001 in these experiments. When ghesame
average thermal via density, the maximum thermadiignt is reduced by 34.5% and the
maximum temperatures are reduced by 14.3%. Wighntlaximum thermal gradient
objective, temperature values are increased oigkitsf, but the thermal via densities are
reduced greatly having an average reduction of%7.3he percent difference between
the values obtained with this method and with nerrtial vias is shown in Table 31.
With each case, thermal properties are greatlyongd at the expense of larger thermal

via densities.
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Average percent change from the minimum case
Objective
Omax Oave Tmax Tave Mmax | Mave
Omax -68.1%| -60.8%| -44.5% | -25.9%| 44.9% | 10.2%
Qave -715.7%| -70.7%| -51.6% | -29.5%| 50.0% | 17.6%
Trmax -71.1%| -64.5%| -47.3%| -27.3%| 50.0% | 12.3%
Tave -73.2%| -67.4%| -49.2% | -28.3%| 50.0% | 14.3%
Mmax -55.5%| -43.3%| -31.4%| -19.2%| 25.0% | 4.2%
Mave -79.2%| -75.3%| -54.7%| -31.0%| 50.0% | 23.9%
7.6.6 Run Time

Table 31. The Results compared to the Minimum Case

Run Time (sec)
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Figure 70. Run Time Efficiency of our Method.
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The run time efficiency of the thermal via placemalgorithm was also examined as
shown in Figure 70. In this figure we see that tiermal via placement method has
linear time efficiency across a wide range of dircizes for all six thermal objectives
used. This is achieved by using an efficient ttersolver and because the thermal via

placement method convergences in roughly the sammber of iterations.

7.6.7 Thermal Profile of Sruct

The temperature profiles of the struct benchmaekode and after thermal via
placement with a maximum temperature objectivesavn in Figure 71 and Figure 72
respectively. The resulting thermal via placemeshown in Figure 73. In these figures,
distances are in meters, the x-axis is orientedgatbe rows, the y-axis goes across the
rows, and the z-axis goes across the layers. gar&i71 and Figure 72, the heat sink is
located at the bottom of the chip, and temperatargtours are superimposed on the
standard cells. Black indicates areas of high s¥atpre, and white represents areas of
low temperature. As can be seen, temperaturesasertoward the upper layers and
middle of the chip and decrease near the heat Z\fler thermal via placement as shown
in Figure 72, the temperatures are greatly reduced.

In Figure 73, the thermal via regions after thdrua placement are shown as small
squares arranged in a grid pattern. The percerdhgigermal vias in the thermal via
regions is represented by its color. A black sgquapresents a thermal via region with a
maximum number of thermal vias being utilized. Ait® square represents a thermal via
region with no thermal vias being needed. The bigktis located at the bottom, and the
thermal via regions were of greatest strength atbttom of the chip where the thermal
gradients are the highest and the most impact eandule in reducing thermal problems.
However, at the top of the chip where the tempeeatare the highest, the thermal vias
are minimally used. In these areas, the thernalignts are quite low and little impact

can be made there.
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-5
x 10
After Thermal Via Placement

0.8

'\“\“\‘\“\‘“““\‘\
— =S T T TNE R NR N SR S

= < -
T LS SR SRATRS SR N A
‘\\\\‘“‘\\“““\“ S

e e e
mmﬁlﬂm
mm ey
Emm ‘ﬂ‘““‘\“‘\‘\“\‘
"“‘““Nﬁ?,““‘!&““‘““““‘\
OoESOE S SN

0 RS LN S mI
s

0.4

0.2

-0.2 ==
peatuy

o

\\“““‘\‘\\\‘\“““\‘\“\‘\‘\\‘\‘

mixmms:zssx .Y TS LSRR TS SOSTR e

-0.6 “““““““‘i“-_‘““““\\“\
IR s e e S S SR S S S

oy SO N
= “““““‘u“‘
Seeee s SETwA S NS % Ngmes L N TR AN

08 “&W
M

\\‘\\‘\\“\\“\\\‘\\\“‘\\‘\““\‘“\‘\\\“\\\

%%mmw
M
@QM

Mﬁ@m
‘\\\“‘\\\\\\‘\“‘\“\‘\“‘\\“‘“\“‘\“\‘\

-0.01
0 0.005 0.0 0.0156

-0.015 -0.01 -0.005

X

Figure 72. Thethermal profile of struct after thermal via placement
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Figure 73. Thermal viasregions of struct after thermal via placement.

7.7 Conclusion

An efficient thermal via placement method was enésd that attempts to overcome
the thermal issues produced in the design of 3D ICEhe resulting thermal via
placements have lower temperatures and thermalegitadwith minimal use of thermal
vias. The method is flexible enough to handleeddht thermal objectives such as
obtaining a specific maximum temperature for thg.chAs shown in Figure 67, Figure
68, and Figure 69, thermal via placements prodigethis method lie on a continuous
path from the minimum to maximum cases. Theseasushow significant improvement
over using a uniform distribution of thermal viandgies. In these experiments, the
thermal via placement method used 48.5% fewer thlewnas to reach the same 47.3%
reduction in the maximum temperatures that wasimédaby given all the thermal via
regions the same midrange thermal via densities.

The method makes iterative improvements to thenthkvia placement until the
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desired objective value is reached. In the prqocss thermal conductivities of the
thermal via regions are modified in order to sgtiiiis objective. Each thermal
conductivity corresponds to a particular percentaféhermal vias in the thermal via
region. There is a tradeoff between thermal effectd thermal via densities as seen in
Table 23. There is also a tradeoff between ared feg routing and area used for thermal
vias. Consequently, this produces a tradeoff betwtbermal problem reduction using
thermal vias and routability. An important obséima is that thermal vias placed in
areas of high temperature, such as in the uppetaner, have little impact in reducing
thermal problems. This algorithm places thermalswvhere they will have the most
impact using the thermal gradient as a guide. Haghperatures can only be reduced by
alleviating the high thermal gradients leading aphtem. The thermal resistance of these
heat conduction paths is reducing by lowering thermal conductivities of elements

along it.
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8 Net Weighting to Reduce Repeater Counts
during Placement

8.1 Introduction

With decreasing feature sizes, interconnect dedaysot scale as well as gate delays.
Consequently, they are becoming a dominant patheftotal delay in deep submicron
technologies, especially as overall chip areasateshrink with scaling. Since the delay
of an unbuffered wire grows quadratically with viemegth, repeaters are needed to bring
this delay trend down to a linear one, as wellaasgestore signal slews. However, the
inter-repeater separation unfortunately scaleslp@d:586x per generation, in contrast to
the normal shrink factor of 0.7x) [111], leadingaio explosion in the expected number of
repeaters and a consequent breakdown of many afy'®odCAD algorithms and
methodologies [112]. As repeaters become more ipemh in future designs, they are
predicted to cause a number of problems includimgeiased power consumption and
degraded design convergence.

As the number of repeaters increases, it beconoes difficult to integrate them into
the design. Efforts are needed to keep their nunmmbmimized while satisfying
traditional design constraints such as performapoeer and area. It has been observed
that the signal propagation speed on a long budfesiee does not vary appreciably over a
significant range of inter-repeater distances [113This allows the inter-repeater
distances to be increased slightly without compsamgi the performance significantly,
thus allowing fewer repeaters to suffice. Howewadthough this method can help reduce
the number of repeaters on individual nets iplaced design (at the cost of slightly
degraded delays and slews), it does not modifyptaeement taking the global view of
the entire netlist into consideration. In this @gpve show that it is possible to reduce
the overall repeater count even further duringguiaent by trading off the lengths of nets
that are just on the threshold of requiring (addiil) repeaters, against those of less-
critical nets that can afford to grow in lengthhatit needing more repeaters. This can be
accomplished by the judicious application of comsansitive net-weights to these nets.

However, if it is to be practical, any proposed-weight modification scheme must rely
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on only a small number (ideally, one) of parametefsirthermore, it should be robust
enough that its controlling parameter(s) requiresindividual tuning for each net, or
even for each testcase. Another complication y @arch scheme is introduced by the
fact that the number of repeaters required on asnéépendent on the layer assignment
and routing of that net — information that is unkmoat the time of the placement because
of the unaffordable cost of invoking global routwghin each placement iteration.

Net weighting has previously been used primanilythe context of timing-driven
placement and low-power design, in order to redbhedlengths (and consequently, wire
loads) of critical nets [114] [115] [116] and re@uthe power consumption [92] [93]
[117]. We use net weighting in a completely nowely, viz.,, to nudge nets away from
repeater insertion and towards deletion thresholdsthese experiments, we modified
industrial implementations of the Kraftwerk gloh@hcer [36] that incorporates native
repeater modeling [118], as well as the force-da@dviongrel (FD-Mongrel) coarse
legalizer [72], in order to investigate the effedd net weighting on repeater count
reduction during placement. The net weights aralifiea during each iteration in
context-sensitive manner with layer assignment el a&s valid inter-repeater distance
ranges being modeled. As a result, repeater caanmatssignificantly decreased with
minimal impact on wirelength.

Being essentially a net weight modification schem& method is quite general in
scope — as can be seen from its successful appfickd two different placement
algorithms vyiz. KraftWerk and FD-Mongrel) that is described irstbhapter. In general,
any placer that supports net weights can beneiimh fthis scheme; this includes the vast
majority of commercial and academic placers. Thepigacal layer prediction and
repeater prediction models that are used in ouemxgents are not dependent on the

choice of the specific placer used.
8.2 Placement Infrastructure

At the global placement stage, we apply our negieng scheme within the force-
directed placement paradigm, using an implememtaifcKraftwerk. Kraftwerk extends
the traditional quadratic analytical model (in whione seeks to minimize the weighted

sum of the squared Euclidean distances of conneshsl in analogy with finding the
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equilibrium for a system of springs as discussedSettion 4.2) by introducing a

spreading force field. The forces in this spregdield are computed using the density
profile of the cells in the design. Furthermoreyr omplementation leverages the
“linearization” of the quadratic objective functi¢hl9] that usually results in improved

solution quality.

This implementation of Kraftwerk has been augmefisether with MorePlace [118],
which is a scheme to model repeaters natively duaimalytical placement. This scheme
allows the system to avoid the massive perturbatmaused when the large numbers of
repeaters required at future process technologeepaiched directly into the netlist in an
interleaved or iterated fashion during global piaeat [118]. In MorePlace, virtual
repeaters are added and deleted as needed duwimgeration of Kraftwerk, contributing
repulsive and/or attractive forces (in additionthe usual density-derived forces for
spreading) without fragmenting the original netlistNot only do virtual repeaters
contribute to the spreading forces but also proaiti@ctive nets with quadratic costs that
cause them to spread out equidistantly along tieds. The virtual repeater insertion and
deletion is done at the beginning of each Kraftwiggkation, prior to the calculation of
the new cell positions (including the virtual refe¥a), using a length-based repeater
prediction scheme [120] [118]. If the averagenmepeater distance along a net is below
a minimum value, repeaters are deleted from the et the other hand, if the average
inter-repeater distance is greater than a maximaioey one or more repeaters are added
to the net. The difference between these maximodiminimum values captures the
range of tolerable inter-repeater distances [11hally, the surviving virtual repeaters
are instantiated after the placement terminatesrepeater force model helps ensure that
sufficient space is available to do so.

After global placement with Kraftwerk/MorePlaceewapply our net weighting
scheme to FD-Mongrel [68] that is used for coansengd legalization. FD-Mongrel
uses a hybrid approach that maintains the qualityhe force-directed placement while
making significant improvements on overlap removadt. begins with a coarse grid
approach that uses forces to remove overlaps djobah the second phase, detailed

placement is performed using a fine grid in whieliscare ripple-moved from the densest
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bin to the least dense bin following a monotonithpaf least resistance, i.e., the path
causing the least amount of quality degradatiompple-moves that result in wirelength
constraint violations are avoided. The cost (angaomputed for each potential move
using the wirelength and net constraints is usedktermine which cells to move during
the detailed placement phase of FD-Mongrel. Amalie almost-legal placement from

the coarse legalization is passed onto a fine-gddiegalizer.
8.3 Proposed Approach

In our approach, net weighting is used at thealpbacement and coarse legalization
stages to reduce the number of repeaters needdte iplacement. Assume, for the
purpose of illustration, that we introduce a repean a wire every microns because of
signal slew constraints. Then, if we have two agpnately equi-critical wires of lengths
1.05¢ and 1.X respectively, a simple length-based repeater tioseengine will add a
repeater to each of them. However, if we shrirkléngth of the first one marginally to
0.9%, even if it means allowing the other net to granatlength of 1.6 we can avoid
one of the repeaters without violating our slewstmints, having a significant impact on
performance or degrading total wirelength. Thithesintuition behind our approach.

However, in practice, the decision of when a r&geahould be inserted is
considerably more complicated. Not only are rangésinter-repeater distances
acceptable (in contrast to the sharp thresholdimfour simple illustration), inter-repeater
distances also depend intrinsically on the layewhbith the net will eventually be routed.
At the same time, one cannot afford to invoke éaglaouter within each placement
iteration because of runtime constraints. Thigldeto the need for a mechanism to
predict the repeater needs of a net. Fortunatigly,problem is not as intractable as it
seems. Many industrial flows not only use lengtisdsl schemégor repeater insertion
(on all but a few high-fanout critical nets) [12@hey also use length-based schemes to
decide the layer assignments for different netse fbrmer heuristic owes its existence to

the fact that most nets in a mapped design areptwaiets, and greedy length-based

! Although we focus on improving the handling of repeaters required for the “common case” two
pin nets, the repeater needs of multi-pin nets can be estimatedinmlar fashion. The net
weighting method could also be improved with regard to multi-pin netssing a length-based
heuristic, as from [121].
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repeater insertion on such nets is almost as gaodnare sophisticated dynamic
programming based approaches, with the advantagéeofg much faster. The
correlation between net length and layer assignaesegs from the observation that short
wires are best routed on the more resistive loasgerk, while longer wires benefit more
from the upper layers where their improved wireagielamortize the via stack penalties.
Furthermore, since routing architectures usualljoyo preferred direction routing on
each layer, process designers often architect pEHiredjacent metal layers to be
electrically similar. Thus, metals M3 and M4 maym a pair, as may metals M5 and M6
(the upper metal layers are usually not availatidofock level synthesis).

Consequently, we use the length-based repeatgicporn scheme described in [118],

M
rep

which has been validated against tape-out datahisnschemel . is the optimal inter-

repeater distance on metal lajdrand can easily be determined using simulatiomas i

[118]. We insert a new repeater on a net routedlaonly if its length is greater than

141M - similarly, we delete an existing repeater mhiee inter-repeater distance has

rep ?

shrunk to less tha®.71" . We assume that since short nets will beetbon the lower

rep *

M3 and M4

rep rep

metal layers, we can usg,f (or the average d ) to determine their repeater

needs. Similarly, we determine the repeater némdthe longer nets (with unrepeated

|M3

IMG
rep

rep *

length greater thamtl ) using (Routes on M1 and M2 are usually too short to

require repeaters).

While any repeater prediction scheme is, by ity veature, an approximation of the
actual requirements, it does serve the purpos#iafiag a designer to budget space for
the appropriate numbers of repeaters along thet@sferoutings of the nets that will need
them. The fine-tuning of these repeaters and theict sizing can be carried out in ECO
(Engineering Change Order) mode subsequent tolélcemqpent phase.

Although the repeater prediction scheme used bgaptures the impact of layer
assignment and valid inter-repeater distance raogegpeater insertion, it considerably
complicates the design of a net-weighting schemeedioice repeater counts. We next

describe how we overcome these complications.
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8.3.1 Threshold-based Net-weighting

For each net, a net weight multiplier is creataddal on its net length and multiplied
to the original net weight before the system ofagmuns is solved in Kraftwerk. The net

weight multiplier is a function of the current dength and the nearest threshold length at

which a repeater would be deleted or inserted @&I" or141" for the relevant layer

rep rep
M in our scheme). One can use any one of sevdfataht functional templates for this
net-weighting function; however, its key features #nat it has a value of one at a center
point away from the repeater insertion and deletimesholds, and that it gradually
increases as one moves away from this center gpeexthing a maximum value at the net
length in which a repeater would be inserted oetgel (as shown in Figure 74). For all
these templates, a single paramewz, the maximum possible value of net weight
multiplier, is used to adjust the strength of thiedtions. Later in this chapter, we present

an empirical evaluation of several different fuonal templates.

Net Weight Modification to Reduce Repeater Count
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Figure 74. Possible net weight multiplier functionsfor repeater count reduction.

As can be seen in Figure 74, the functions cortdigtvo halves. The right half
discourages the net length from increasing beybadhreshold at which another repeater

would be inserted. The left side encourages thdemgth to shrink beyond the next
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deletion threshold. This functional form is madgnmetric to avoid introducing
additional control parameters. It is replicated &ach valid range of inter-repeater
distances. When a net does not have any repetiterigft side is ignored and set to one;
since there are no repeaters to delete, encour#iggnget to shrink further does not help
reduce the repeater count.

Rapid changes in the net weight multipliers incassive iterations can cause the
placement quality to degrade, and the net weighitiphar function itself may not be
smooth. Therefore, we use exponential smoothintpeiet weight multiplier based on
the history of that multiplier over past iterations order to provide stability and promote
convergence by ensuring that the multiplier doetsah@ange too rapidly. A smoothing
constant o6 (0<s< 1) implies that the new (smoothed) value of awmght is given by

W= (1-sw, ,+sy

new ™ new’

where W, is the (smoothed) weight of that net in the
previous iteration, anav,,,, is the unsmoothed weight for that net in the aurieeration.

Our scheme increases the average variation amdfegedit net weights at any time, and
can potentially increase localized cell congestafter global placement. However, we
faced no problems in the legalization of theseamgieven when our coarse legalizer FD-
Mongrel was also using our net weighting schememo@hing of the net weight
multiplier also prevents instability issues in timtial iterations when net lengths are
changing rapidly (because the multiplier assesslfitfully only if the length of a net
remains near a repeater threshold over multiptatitms). Although we encountered no
stability issue of this type, one could deprecidie net weight multipliers in the early
iterations if needed, so that their full effect Wwibbe felt only in the later iterations when
the spreading has stabilized.

In general, parameter tuning is not needed adiffesent designs. The only control
parameter,viz.,, the maximum multiplier value, is not very sensit because our
implementation of Kraftwerk automatically scales gpreading forces to ensure that the
connectivity-induced attractive forces are balanesth the density-induced spreading
forces. Consequently, changing our maximum negktemultiplier parameter merely
changes the extent of wire length tradeoff betwasets that are close to a threshold and

the nets that are far from it, without impacting tepreading significantly. In other
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words, it changes only the spread (i.e. varianteh@® connectivity forces, but not their

mean value vis-a-vis the spreading forces.
8.3.2 Layer Transitions

The multiplier function must be handled carefudlpund the point at which the net
switches layer pairs, so that the net weight miidtipemains continuous across different
layer pairs, and net weighting produces its intend&ect. Recall that the primary
purpose of this multiplier is to encourage repeakeletions that are possible, and to
discourage possible repeater insertions. If sucingertion or deletion is not possible
because of a predicted layer transition, then gteveight should not be blindly increased
even if a minimum or maximum inter-repeater distatireshold is being approached.
This can happen in the transition region from thwedr layer pair (say, M3-M4) to the
higher layer pair (say, M5-M6). This is illustrdten Figure 75 and Figure 76 using a
linear net weighting function and generic wireldngtlues. The critical inter-repeater
distances used in these two graphs are meant onllydtrate the two cases and do not

represent the actual distances used in later erpats.

M3-M4 to M5-M6 Transition Region
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Figure 75. Overlapping M 3-M4 deletion and M5-M6 insertion curve.
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If a net is being modeled with the maximum possielpeaters for the lower pair, and
it is approaching a net length at which it wouldtstv over to the upper layer pair, then
the weighting function should not increase eveih ig approaching a M3-M4 maximum
inter-repeater length threshold (see, for exantpkedashed line labeled as “Not needed”
in the right half of Figure 75). The net switcheger to M5-M6 before it grows to a
length at which another repeater would be insartedrouting on M3-M4. Similarly, if a
net has the fewest possible M5-M6 repeaters (insémse that a further decrease in net
length would cause the routing model to switch smg M3-M4), the net weight should
not be increased for the purpose of deleting aatepein the net weighting curve
corresponding to M5-M6 (see the dashed line labatetNot Needed” in the left half of
Figure 75).
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Figure 76. Overlapping M3-M4 insertion and M5-M 6 deletion.

In Figure 75, the portions of the curves usedlierlast M3-M4 repeater deletion and
the first M5-M6 insertion overlap directly; thereéo their max envelope is used. The

other situation that can arise in the transitiogiae (based on the amount of overlap
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between the last M3-M4 net weighting function ane first M5-M6 weighting function)

is shown in Figure 76. In this figure, there isemtain amount of separation between the
useful portions of the last M3-M4 curve and thstfiM5-M6 curve; so the multiplier is
set to one in the intervening region. In both sgge., those illustrated in Figure 75 and
Figure 76), the insertion portion of the last M3-Mdrve and the deletion portion of the
first M5-M6 curve are ignored and replaced by augabf one. The maximum of the
resulting curves can simply be used in the tramsitegion as a continuous net weight

multiplier function in both cases.
8.4 Implementation

In each iteration of Kraftwerk/MorePlace, we conguhe net weight modifiers
immediately after calling the repeater insertiotétlen procedure and before the system
is solved for the new positions. This ensures tihatnet weights used by the solver are
modified according to the most recent repeaterigardtion.

In FD-Mongrel, the calculation of the net weighodifiers is interleaved with the
legalizer’'s iterations. The net weight modifiene aised as user-defined weights in
Mongrel and are multiplied by the wirelengths ie thain function that determines which
cells ripple-move in the fine grid from the mosngested bin to the least congested bin.
For convenience, these multipliers use the sameneeghting function for both FD-
Mongrel and Kraftwerk/MorePlace. However, expors@rgmoothing of the net weight
multiplier is not needed in FD-Mongrel for stahffit Since the legalizer cannot work
with virtual repeaters (unlike Kraftwerk/MorePlace)e instantiate the repeaters prior to
passing the design to an FD-Mongrel iteration, usé the original nets to compute our

net weight modifiers (in order to avoid fragmentmg netlist).
8.5 Experimental Results

In our first set of experiments, we explored thx¢éept of repeater count reduction

possible using different net weighting functiongzor each net weighting function,

2 Unlike global placement where the large flexibility availafile each move necessitates an
explicit history mechanism on net weights in order to createcseidfi inertia to guard against
extreme oscillations, the moves possible during legalization teme testricted enough that
oscillations are avoided even without exponentially smoothed net weights.
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placements were created using Kraftwerk/MorePlacg BD-Mongrel with repeater
reduction net weighting, and then legalized fullhA set of circuits from a recent
microprocessor was used in these experiments, \wuiter-repeater distances
corresponding to the 45 nm and 32 nm technologesi@s in [118]. The placements
were generated using a 2.8 GHz Intel® Xeon™ sewidr 4 GB memory. In these
experiments, exponential smoothing with a smootlmgstant of 0.05 was applied to the

net weight multipliers between iterations as disedsearlier.

Net Weight Multiplier Functions

Multiplier

[ Orepeater e 1 repeater ———— —funct?on 1

0 ‘ ‘ ‘ : ‘ — function 2
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Net length/critical interrepeater distance funthon 4

function 5

Figure 77. Possible net weight multiplier functionsfor therepeater count reduction.

The five weighting functions shown in Figure 77reveompared in Table 33 for the
testcases from Table 32 at the 32 nm node. Thetifuns begin with an initial curve
when no repeaters are present and continue toaserentil the first maximum inter-
repeater distance is reached. For one or moratese the functions use somewhat of a
v-shaped curve. The M3-M4 to M5-M6 transition meygis handled as described earlier.
Function 1 has a value of one up to the first@altinter-repeater distance; from there it
increases linearly to the maximum multiplier at ttheeshold corresponding to the
maximum inter-repeater distance. For one or mepeaters, the function has a linear v-

shape with the midpoint having a net weight mukiplof one and the minimum and
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maximum thresholds having the maximum multiplicluea Function 2 is similar except
that it increases and decreases using a squarduociton scaled appropriately to the
minimum and maximum values. Function 3 increasesirptically from a value of one
at an inter-repeater distance of zero to its mawrina the first insertion threshold. For
one or more repeaters, the v-shaped curve is quadfaunctions 4 and 5 are similar to

Function 3 except they use linear and sinusoidalesurespectively.

Table 32. Testcases used for repeater count reduction experiments.
Testcase | Ckt A | Ckt B | Ckt C | Ckt D | Ckt E
Cells 3978 | 4014 | 12312 | 13343 | 42127
Nets 4268 | 4384 | 13073 | 17685 | 42247

The results of the different weighting functions ahown in Table 33. In this table,
A rptrs is the percent decrease in the number ofitepewith net weighting as compared
to the control flow in which neither of KraftwerkirfePlace or FD-Mongrel uses our net
weight modifiers, and\ L IS the percent increase in the total wirelengtth wepeater
reduction. Functions 1 and 2 seemed to performlypeath the larger testcases, causing
large wirelength increases. Function 4 was shghéitter, but Functions 3 and 5 gave the
most improvement in repeater reduction and thet le@elength increase. Overall, it
appears that Function 3 gave the best resultscplary for the larger circuits which are
more indicative of future trends. Therefore, weided to use Function 3 for the rest of
our experiments, calculating the net weight muknsl using a quadratic function of the

inter-repeater distance.

Table 33. Comparing function types at the 32nm node for repeater count reduction.
Function Type

Testcaseé Function 1 Function 2 Function 3 Function 4 Funtto
A rptrs| A Liotar | A rptrs| A Liotar | A rptrs| A Liotar | A rptrs| A Liotar | A rptrs|A Liotal
Ckt A | 25% | 4% | 28% | 4% | 36% | 3% | 23% | 3% | 33% | 2%
Ckt B |44% | 3% |38% | 6% | 43% | 3% | 35% | 3% | 40% | 5%
Ckt C |11% | 5% |13% | 6% | 20% | 1% | 17% | 1% | 18% | 3%
Ckt D |13% | 2% | 12% | 3% | 15% | 2% | 16% | 1% | 17% | 1%
Ckt E | 13% | -9% | 15% | -9% | 25% | -15% | 16% | -9% | 21% |-12%

141



We next studied the impact of our control paramétez. the maximum multiplier
value) on the quality of the fully legalized placamhfor our median-sized testcase Ckt_C
at 32 nm; the resulting change in repeater cowhiatgon and wirelength is plotted in
Figure 78. Smaller maximum values yield less regggeeount reduction and smaller
perturbations in the wirelength, while larger vale@use more wirelength increase and
better improvement in the repeater count redudiboa certain extent. However, if the
value is too high, repeater count reduction deeasd more repeaters may actually be
needed as wirelengths increase too much. A maxivaloe of 5 was chosen for rest of
the experiments because the wirelength incredsgviand the repeater count reduction is

high at this point.

Effect of Maximum Multiplier on Repeater Reduction
for Ckt_C at 32nm
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Figure 78. The effect of the maximum net weight multiplier on repeater count reduction.

The results for placements scaled to the 45 nm32naim nodes and generated using
three different design flows are shown in TableaBd Table 35. All data is reported for

fully legalized placements. Wirelengths are repdrtas half-perimeter measures.
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MP/FDM uses the original MorePlace and FD-Mongréhout repeater reduction. In
MP-RR/FDM, MorePlace with repeater reduction iddaked by regular FD-Mongrel.
Finally, MP-RR/FDM-RR uses repeater reduction netghting in both MorePlace and
FD-Mongrel. All three design flows are followed ayine-grained legalization. In these
tables, # rptrs is the number of repeatefs, Is the total wirelengthl) rptrs andA Liota
are respectively the percent decrease in repeatert @nd increase in total wirelength

(compared to the MP/FDM results).

Table 34. Comparing repeater count reduction at 32 nm.

MP/FDM MP-RR/FDM MP-RR/FDM-RR
Testcase Time
# rptrs Liotal Arptrs | AL | Arptrs | A Liotal Overhead
Ckt A 447 | 1.98E+07 | 10.7% | 4.3% | 36.2% | 3.1% 25.7%
Ckt B 431 | 1.75E+07 | 16.5% | 1.9% | 42.9% | 3.4% 114.8%
Ckt C 2869 | 8.62E+07 | 11.9% | 1.3% | 20.0% | 1.2% 472.2%
Ckt D 6304 | 1.57E+08 | 12.2% | 0.3% | 15.0% | 1.8% 266.4%
Ckt E 22984 | 5.42E+08 | 18.5% | -14.6% | 25.3% | -14.5% | 52.1%
Table 35. Comparing repeater count reduction at 45 nm.
MP/FDM MP-RR/FDM MP-RR/FDM-RR
Testcase Time
# rptrs Liotal Arptrs | AL | Arptrs | A Liotal Overhead
Ckt A 124 | 1.99E+07 | 30.6% | 1.1% | 42.7% | 2.2% 23.4%
Ckt B 133 | 1.74E+07 | 30.1% | 1.1% | 63.2% | 0.7% 114.0%
Ckt C 1655 | 8.97E+07 | 26.0% | -1.9% | 32.3% | -1.1% 20.6%
Ckt D 3700 | 1.60E+08 | 22.7% | -1.3% | 26.8% | -0.3% | 188.1%
Ckt E 11004 | 4.56E+08 | 12.8% | -2.6% | 23.0% | -1.5% -3.7%

Table 34 and Table 35 show that, as expectedhydberepeater reduction results are
obtained when net weighting is applied to both NRdaee and FD-Mongrel. With this
flow, 38% fewer repeaters are needed at 45 nm 8b@a fRwer repeaters at 32 nm. The
wirelength deterioration is usually very low; incfathe use of repeater reduction even
decreases the total wirelength in several cases(ise a design with fewer repeaters is
more easily legalizable, thus causing less wirdlexdggradation after global placement).
Even the results of the MP-RR/FDM design flow aeétdr than the basic MP/FDM flow.
In this flow, there is an average of 24% (14%) fevepeaters at the 45 nm (32 nm) node
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respectively. The improved benefits of the MP-RBYV~RR flow over the MP-RR/FDM
flow can be explained by the fact that the formentmues active repeater reduction
during the coarse legalization process. In cophtesetailed analysis (omitted here due
to space constraints) of the data for the MP-RR/FiddWv shows that some of the
repeater reduction visible after the global placeinphase is frittered away during coarse
legalization in the absence of threshold-based weights. Compared to coarse
legalization, the smaller magnitude of the movesngdufine-grained legalization does not
impact the repeater gains significantly. Repeataint reduction does add a certain
amount of overhead onto the runtime as shown irleTas and Table 35 because of the
additional computation and slower convergence. eles, this overhead tends to be
lower for the largest test cases because of tlfieudtfy of fine-grained legalization with a

larger number of repeaters in the baseline MP/FoM.f
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Figure 79. The wirelength histogram with repeater count reduction.
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The impact of our threshold-based net weightifgeste on the wiring histogram of a
design is illustrated using data for our mediargirestcase Ckt_C in Figure 79. It can
be seen that repeater count reduction decreasekength of nets near the repeater
insertion threshold at the expense of nets witty \&rort wirelengths (which do not
require repeaters or have significant wire loadd)is results in an increased aggregate of
nets just before the wirelength where the firsesgpr would be added, just as one would
expect. (Note that MorePlace causes a small patiorbin the wirelength histogram by
itself near the first repeater insertion thresholde to the additional quadratic forces in
its attractive repeater force model).

In Figure 80 and Figure 81, the scatter plots stimvchange in wirelength for each
net in Ckt_C during the final iteration of KraftvkékorePlace. In the plots, each net is
represented by a color coded point based on théauof repeaters that it had prior to
the iteration. The x-axis represents the final leimgth for each net, while the y-axis
represents the change in wirelength during thel firgsation. Figure 80 reflects the
results obtained by MorePlace without repeater toeshuction, and Figure 81 contains
the results obtained by MorePlace with repeatentmduction net weighting.

In Figure 80, the change in wirelength is spread amost randomly in both
directions, independent of the number of repeatershe inter-repeater length. In
contrast, the distribution of the data points igufe 81 is strongly affected by repeater
reduction, indicating the effects of net weightmy specific nets. Firstly, the changes in
the wirelength are smaller, and the distributioticates more stability overall with fewer
large changes in the net wirelengths. Seconddydisiribution of the wirelength changes
depends on the net's wirelength and its currentaty count, indicating that our net
weighting scheme is producing its intended effdces shrinking certain nets at the
expense of less critical nets). The contractiotheanet wirelengths is concentrated near
the repeater insertion and deletion thresholds,amby in frequency (i.e. numbers of
contracting nets) but also in magnitude (i.e., mixté contraction). In contrast, wirelength
increases are concentrated far from the threshd&ldke the plot in Figure 80, the
distribution of wirelength change tends to be oided in certain areas depending on the

repeater count reduction net weighting.
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change in wirelength during final iteration

Change Wirelength during Final Iteration for Ckt_C at 32nm
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Although this method was tested only with wireg#n driven placement, we are
optimistic that our approach could be extended itwing-driven placement without
deteriorating significantly under timing constrantThe rationale for our optimism is as
follows. We found considerable robustness in thality of our results even as different
parameters were varied. Therefore, given thanthprity of nets do not lie on timing-
critical paths, one can guarantee that the mosoipeance-sensitive timing-critical nets
will not be unnecessarily lengthened (by forcingith‘net weight multiplier” to its
maximum value) and still allow for considerablexflglity in trading off net length
between nets that are close to the repeater iosdtiresholds and those non-critical nets
that are not close to the thresholds. Furthermai#) lower repeater counts, our
experiments demonstrate that legalization occuth wonsiderably less perturbation as
measured by wirelength degradation and additiceater requirements; this significant
reduction in backend layout degradation that isl&teral benefit of our repeater count
reduction mechanism is especially important in e@ngutiming closure after timing-

driven placement.
8.6 Conclusion

Net weighting is useful not only in traditionaining- and power-driven placement,
but also in reducing the number of repeaters needéue design of future ICs. In this
chapter, we have shown that these repeater couwluictiens can be made without
sacrificing placement quality. We have presenteel mechanics of constructing a
context-sensitive net weighting scheme that inc@aies the effects of layer assignment
and inter-repeater distance back-offs.  Our schemneduced placements with

significantly fewer repeaters, with only minor weegth impact.
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9 Conclusions

In future VLSI circuits, feature size reductiondathree-dimension integration can be
utilized to reduce wirelengths and increase tramsipacking densities. With these
advances in fabrication technology, improvemengésraeeded in the EDA tools not only
to produce feasible designs with the new technekgut also to take full advantage of
their potential benefits. To accomplish this, sael@roblems that arise with decreasing
feature size and three-dimension integration neetbet addressed. First, routability
between layers in 3D ICs is limited so interlayea densities should be carefully
managed. Second, increasing packing densitiesaase the power densities to rapidly
increase and result in correspondingly higher teatpees. If left unchecked, these
higher temperatures can drastically reduce perfocmaand reliability. In addition,
greater thicknesses and lower thermal conductsviiie 3D ICs intensify thermal
problems. Next, interconnect delays scale pooilly decreasing feature sizes and result
in rapidly increasing repeater counts that can dwame the design process. Finally,
increasing transistor densities and chip areasltr@sian exponential increase in the
number of transistors so efficiency is needed @eoto ensure future utility of the EDA
tools that tackle these issues.

In this thesis, these challenges to the desigatafe VLSI circuits were addressed at
the placement stage of the design flow. Firstefficient placement method was created
to explore the tradeoff between interlayer via ¢aewand wirelength in 3D ICs. This can
enable wirelength to be minimized and performamcbda maximized for any interlayer
via density limitation imposed by fabrication. $ed, this method was extended to
include thermal considerations by moving cells torenfavorable thermal environments
and by reducing dynamic power. This thermal plams@immethod allows the tradeoff
between thermal improvement, wirelength, and iatent via counts to be explored. This
tradeoff showed that with very minor degradatiortha wirelength, large reductions in
the temperature can be achieved. Next, thermalavements can also be made in 3D
ICs immediately after placement by incorporatingrthal vias. However, thermal vias
take up valuable area needed for routing, partityul@hen considering the limitation on

the interlayer via densities. The tradeoff betw#ermal effects and thermal via usage
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was explored by this method and allows significdn@rmal improvements to be made
with a minimal usage of thermal vias. Finally, freblematic increase in repeater counts
was mitigated during global placement and legabmatby using net weighting to
contracts nets near repeater insertion and deldtr@sholds. Placements were produced
with significantly fewer repeaters and only minarpacts on wirelength and run time.
With these methods to address the future desigiedgas, efficiency was an important
objective. In addition, concerns were maintainddoughout the process so that

improvements made by global placement were notp$tgalization.
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