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ABSTRACT

One of the most significant challenges currently confrantime VLSI circuit design
community is the problem of ever increasing variations i@ thanufacturing process
and the operating environment of high performance digitalds. The escalating im-
pact of environmental and process variations on the pedoo® of current and future
technology VLSI circuits, necessitates the use of circagign techniques that can ac-
count for these uncertainties.

From a circuit design perspective, the variations may bssdiad as controllable
or uncontrollable in nature. Controllable variations arelass of variations that can
be directly reduced or controlled by circuit design tecleis| that specifically target
these types of variation. Some examples of such variati@eeperature fluctuations,
which can be controlled by modifying the temporal and spaiwribution of hot spots
on chip, and voltage variation, which can be controlled bymizing the power grid of a
chip. The variations that are uncontrollable in nature bose for which a circuit design
cannot exercise any direct influence. From the point of viea @rcuit designer, most
variations arising from the limitations of the manufactigriprocess are uncontrollable
in nature. Although uncontrollable variations cannot bediy reduced, their impact
on the circuit performance can be controlled by robust dirdesign techniques. To
enable such robust circuit design, it becomes essenti®liSit computer-aided design
(CAD) tools to keep sufficient design margins by incorparagtiheir effect. This thesis
presents variation-aware design automation technigaesuating for both controllable
and uncontrollable types of variations, by focusing onéhreportant issues in digital
circuit design: power grid design, gate sizing, and timinglgsis.

The first part of the thesis addresses the problem of mitigakie controllable varia-
tions in the operating environment of a digital circuit, riiasted in the form of voltage

drop on the power supply network of wires. To control the agé variations, two
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topology optimization heuristics for the design of poweowgrd networks have been
proposed. These power grid design techniques maintaindsieathle property of reg-
ular structure of the supply network by proposing a locadigular, globally irregular
power grid topology. The first power grid design scheme igtam a sensitivity based
heuristic, which iteratively adds wire in the local regiavfsthe power grid to obtain
maximum reduction in the voltage drop on the grid wires, f@ien increase in the
wire area. A second power distribution network design algor is presented, based on
arecursive bipartitioning approach. This algorithm rumssiderably faster than the first
one by utilizing the idea dbcality of power grid, and employing abstractions of differ-
ent parts of the power grid circuit. Our proposed piecewisgerm grid topology has
a better wire area utilization as compared to other commuoaséy grid topologies, and
our power grid design algorithm runs considerably fastengared to some previous
approaches.

In the next part of the thesis, we focus on the problem of imimigpthe timing yield
of a digital circuit by performing gate sizing in the preserm¢ uncontrollable manufac-
turing process variations. Our method formulates this sbigate sizing problem as a
geometric program by employing posynomial delay modelsaabdundedincertainty
ellipsoid variation model for the random process parameters. Thrawgtformula-
tion, we provide a novel worst-casing solution that redubespessimism involved in
worst-casing by incorporating the effects of spatial datrens of circuit parameters in
the optimization procedure. We use a graph pruning tecleniqueduce the number
of constraints and intermediate variables for the optitioreset up. This uncertainty-
aware gate sizing problem is then solved efficiently usingve® optimization tools.
Experimental results show that for the same circuit arearaaust gate sizing solution
has a better timing yield than the conventional, deterrtically based worst-case gate
sizing solution.

The last part of the thesis explores the problem of perfograircuit timing analysis

in the face of randomly varying process parameters. A sitlisstatic timing analysis
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(SSTA) technique, which incorporates correlated pararsebmth Gaussian and non-
Gaussian, is developed to predict the probability distrdsuof the circuit delay. Prior
to our work, most SSTA techniques could handle only a fewatated non-Gaussian
variables. The proposed technique is the first scalable S8&thod, which can in-
clude correlated non-Gaussian parameters of variationerstatistical timing analysis
framework. The SSTA procedure emplayslependent component analysis (1G5
a preprocessing step, which enables the procedure to efficieandle the correlated
non-Gaussian parameters. Our algorithm has a linear caityp(@ (n « N¢)) in the
number of grids+), and the number of gates/(;) in the circuit. We demonstrate the

accuracy of our SSTA procedure by verifying it with the Mo@tarlo analysis.
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Chapter 1

Introduction

The self-fulfilling prophecy of Gordon Moore’s law [Moo6%tedicting that the number
of transistors on a chip would approximately double eveghtden months, has led to
aggressive technology scaling and shrinking of the featizee As a direct consequence
of technology scaling, from only a few transistors in 1965@65], hundreds of mil-
lions of transistors are being integrated on a chip todalylera. 1, compiled from the lat-
est version of International Technology Roadmap for Sendactors (ITRS) [SIA05],
lists some of the trends in technology scaling, and indgcate estimate of more than

three-quarters of a billion transistors on a single chipdnr8 technology in 2010.

Year | Technology| Number of| Number of f Vpp | Power
Node (hm) | Transistorg Wire Levels| (GHz) | (V) | (W)
2005 54 193M 11 5.2 1.1 | 167
2006 48 193M 11 6.8 1.1 | 180
2007 42 386M 12 9.3 1.1 | 189
2008 38 386M 12 11.0 | 1.0 | 198
2009 34 386M 12 124 | 1.0 | 198
2010 30 773M 12 150 | 1.0 | 198
2011 27 773M 12 17.7 | 0.9 198

Table 1.1: Trends in IC technology parameters [SIA05].

This astronomical number of on-chip transistors chip, sakecreasingly difficult
to control the operating conditions of the chip. The vaoiasi in the operating environ-
ment, such as the temperature and voltage changes leadpimtiiem of signal integrity

and variable delay of a circuit. The limitations of the desgipmicron fabrication process



technology and new physical phenomena that express thesssad small geometries,
make it practically impossible to control the dimensionshef critical device parame-
ters. The manufacturing process-driven uncertaintiesardevice parameters results in
causing a spread in circuit performance measures such aeldneand power. While
the signal integrity issues arising from the environmewaiations may cause a chip to
fail in the worst case, the variations in the circuit paraeneaffect the timing and power
yield of the chip.

The increasing impact of environmental and process vanaton the performance
of current and future technology VLSI circuits necessgatee use of circuit design
techniques that can account for these uncertainties. Ghermromplexities of these
variations, it is essential for the VLSI computer-aidedigegCAD) tools to incorpo-
rate their effect, in order to enable the design of robusuiis that are insensitive to the
variations as much as possible. This thesis focuses on sugh®AD techniques for
variation-aware design of digital circuits. We addresspgrablems arising from envi-
ronmental and process-driven variations and provide tabeggn automation solutions
to these problems.

In this chapter, we will first discuss some trends in and sssiaf environmental
and process variations, and then list the contributionsuofresearch and explain the

organization of this thesis.

1.1 \Variations: Trends and Sources

Although variations have been a long standing problem,dgen current and future
technologies have made their impact a much more serioudegpnothan it has ever
been.

Table 1.2, compiled from [Nas00], shows the trends in them{g® and the stan-
dard deviation ), of some important circuit parameters namely, the effeathannel

length (L.), gate oxide thicknesgY,), on-chip supply voltageW, ), n-mos transistor

2



threshold voltagel(;,), interconnect widthl{/;,.;), thicknessT;},;) and resistivity f).

1997 1999 2002 2005 2006

Parameters
i W 30 W 30 W 30 1 30 | p | 3o

L.(nm) | 250| 80 | 180 | 60 |130| 45 | 100| 40 | 70| 33
T.(m) | 5 | 04| 45| 036| 4 |0.39| 35|042| 3 |0.48
Vop (V) | 255|025 1.8 | 0.18 | 1.5 | 0.15| 1.2 | 0.12] 0.9] 0.09
Vi, (V) | 0.5]0.05|0.45|0.045| 0.4 | 0.04| 0.35| 0.04| 0.3| 0.04
Wi (um) | 0.8 | 0.2 | 0.65| 0.17 | 0.5|0.14| 0.4 | 0.12] 0.3| 0.1
Tie (um) | 1.2 03| 1 | 03 | 0.9]0.27| 0.8 |0.27|0.7| 0.25
p(Qm) | 45| 10 | 50 | 12 | 55| 19 | 60 | 19 | 75| 25

Table 1.2: Trends in parameters variations [Nas00].

It is clear from this data, that the/u ratio increases significantly as technology
scales fron250 nm to 70 nm. Moreover, the number of parameter variations affecting
the performance of the circuit is rapidly increasing. Somangples of the sources of

these environmental and process variations are listedvbelo

1. Supply Voltage VariationsShrinking of device sizes results in exponential in-
crease in the chip densities. These extremely large nunilEvices draw large
amounts of currents from the power/ground (P/G) distrdyutietwork of wires,
which connect to all the transistors on the chip. Togetheh whe increase in
the amounts of current drawn, the resistances of the intessds have also in-
creased due to the decrease in wire widths. Moreover, theuainad currents
drawn from the power grid wires in a given region of the chipes depending
on the switching activities of the gates in the underlyingdtonal block. For
instance, an arithmetic-logic unit (ALU) block is likely &xhibit a much higher
switching activity, on an average, than a cache unit. Thigbée switching be-

havior of the functional blocks results in different curelensity regions of the

3



chip, which leads to the problem of a variable voltage drotha supply wires

and fluctuations in the supply voltage distributed to thechip transistors.

. Subwavelength Lithographyin nanometer technologies, the minimum feature
sizes are much smaller than the wavelength of light usedeipkiotolithography
process. For example, 193 nm lasers are currently usedriodébthe devices of
dimensions 90nm or less [GKSY03, SIA05]. Thus, the abilitptecisely control
the critical dimensions of devices in the nanometer regieees increasingly
difficult.

In the current technology nodes, not only the critical disiens of the minimum
feature size line, but also the quality of line and line edgegmining importance.
The line edge roughness of photoresist lines and the camelspg polysilicon
lines is becoming significant as gate linewidth control lmees comparable to the
size of the photoresist polymer unit. The current statédefart roughness for
sub-100nm gate length technology has been reported to e afrtler of 5-15

nm [KWWO04], which may lead to significant device parametectiliations.

. Diffusion Process for Nanometer DeviceAs the devices become smaller, the
number of dopant atoms per transistors fall in the range ¢6 100 [BKDO04]. At
these levels, it becomes extremely difficult for the diftusand the ion implanta-
tion process technology to exactly guarantee a uniform murabdopant atoms
for every transistor. This random dopant density causeati@ns in the threshold

voltage of transistors on chip [AK98].

. Chemical-Mechanical PlanarizatioNariations in interconnect height and width
can arise from the chemical-mechanical planarization (CpPBcess, and results
from the difference in hardness between the interconnetgnmaband the dielec-
tric. 1deally, after etches have been trenched into theedigt below an intercon-

nect layer and copper on the wafer, the CMP process shoulovesthe unwanted



copper, leaving only the wires and vias. However, as the eopipe is softer
than the dielectric material, erosion due to CMP processesmuneven removal

of copper and dielectric, resulting in variations in theencbnnect dimensions.

The above list is not exhaustive as several other sourcearitions affect the circuit
performance.
From a design perspective, these variations may be brokadigified into two cate-

gories:

e Controllable Variations: These are a class of variations that can be controlled
directly by a circuit designed specifically to target thegees of variation. Some
examples of such variations are temperature and voltageditiens. A designer
can use some well-known circuit design techniques to retheceoltage and tem-
perature variations. For instance, a method to appropriptace thermal vias in
the chip area is likely to help in controlling the temperatgradient across the
chip. Similarly, a scheme to ably size the wires of the powespdy network
or place decoupling capacitors (decaps) at the appropoestions could aid in

reducing the voltage variations.

e Uncontrollable Variations: The variations that are uncontrollable in nature are
those for which a circuit design cannot cause any directatolu From the
perspective of a designer, the process-driven uncemasiitiithe channel length,
transistor width, via resistance, oxide thickness, ete.pacontrollable in nature.
However, the desired circuit performance must be achievespite of these un-
controllable variations. Although it is not possible toetitly control or reduce
these types of variations, it is still possible to accountf@ir impact on the cir-
cuit performance. A circuit designer usually relies on stype of guard-banding
approach to control the effect of these uncontrollableatemns. To achieve the
desired circuit performance, in the presence of these tgpescertainties, ex-

tra resources such as larger transistors, wider wirespoaiu logic are typically
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used.

1.2 Research Problems and Contributions

In this thesis, we propose CAD solutions for problems relateboth controllable and
uncontrollable type of variations. Specifically, we propa®lutions to the following

problems:

1. Power distribution network design: The P/G network of wires electrically con-
nect the externdl, p and ground nodes to all the on-chip transistors. The problem
of voltage drop' on these P/G wires, is a case of variations in the operating en
vironment of a chip. These variations can be regarded asatlatie variations,
as circuit design techniques can directly control or redheen. We present two
topology optimization techniques for the design a highqgrantance power supply

network, subject to various reliability constraints.

¢ In the first power grid design technique, we propose a sgitgitbased
greedy heuristic, which analytically estimates the reiducin voltage drop
with an increase in the wire area, in different regions of¢hip area, and
then iteratively selects the most sensitive region for wulditions. We ex-
tend this approach to include a congestion cost in our dlgfiinction so
that the construction of grids by our method does not agt¢gahe conges-
tion problem. Compared to other commonly used grid strestuthe power
grids designed by our procedure show considerable savirtge wire area.

However, the runtimes achieved by our algorithm are not fest;

e To overcome the efficiency issues in our first power grid desicheme, we
present a second algorithm based on the idea of hierargridadiesign and

the notion of locality (to be explained in Section 2.7) in mowgrid design.

Also referred to as the IR drop problem.
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This grid design procedure employs a recursive bipariigapproach and

uses abstractions of parts of the power grid system.

Our methods propose and optimize for a novel piecewisestmifpower grid
topology, that is suggested in our work. Such a topology,leyipg a locally
regular, globally irregular grid structure, has the adages of judicious use of
wire area, combined with the relative ease of grid designpeErmental results
show that our algorithm is considerably fast: we can desaggel power grids
consisting of thousands of wires, and more than a millionesod about 6 to
13 minutes of runtime. Our proposed designs achieve signifisavings in wire
area compared to other grid topologies (about 12% to 24%ctexh), and the
power grids designed by a multigrid-based previous work [809] (about 6% to
12% reduction). The abovementioned power grid design sekavere published
in [SS05] and [SS06b].

. Robust gate sizing: The variations arising from the process limitations result
the circuit parameters such as the transistor channelHewglth, oxide thickness
and dopant density to deviate from their nominal valuess Tésults in change of
the circuit delay from the original nominal value that it vekessigned for. If the de-
viation of the delay from its nominal value is a positive shifie new delay could
exceed the original target delay, and cause a decrease timting yield of the

chip, which is defined as the fraction of total number of mantifred chips that
meet the original delay specifications. Thus, the presefi@dom variations in

the circuit parameters could lead to reducing the profitgtof the manufactured
chips. From a gate sizing point of view, the presence of th@sdom perturba-
tions can be seen as uncontrollable type of variations. &tiesertainties, arising
from the fabrication process limitations, cannot be digecontrolled or reduced
by a gate sizing scheme. However, their effect on the cimeritormance can be

controlled. By accounting for the worst-case impact of ¢heariations on the
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circuit timing, the desired timing yield can still be achéel

Traditionally, the robust gate sizing problem has beenesblyy guard-banding
approaches. These methods are based on padding the timisgaints by a

margin that safeguards against the effect of variationswa¥er, most of these
methods employ an arbitrary amount of guard-banding, Bygsetting the orig-

inal delay specification much tighter than the requireddadglay. Such ad hoc
methods fail to capture important statistical attributéshe circuit such as the
path correlations or the spatial correlations betweeningrngarameters, and may
result in overly pessimistic designs, spending more ressuthan necessary to

achieve a specified timing yield.

In this thesis, we propose a novel and an efficient worstagasiethodology for
the robust gate sizing problem. Our scheme reduces thenmsssinvolved in tra-
ditional worst-casing methods by incorporating the eftécpatial correlations in
the optimization procedure. We employ a bounded model fmptrameter varia-
tions, in the form of an uncertainty ellipsoid, which cagsithe spatial correlation
information between the physical parameters such as chimgghs and transis-
tor widths. The use of the uncertainty ellipsoid, along with assumption that the
random variables, corresponding to the varying parametdlsw a multivariate
Gaussian distribution, enable us to size the circuits fgpexiied timing yield.
The value of the desired timing yield can be chosen from thente function
tables of the well-knowi€Chi-squaredistribution [JW02]. In our formulation,we
reduce the problem of overestimation of the variational gonents of the delay
terms, by employing a circuit graph pruning technique [V{Z88d using variable
size ellipsoids at different topological levels of the aitc Generating a first order
Taylor series approximation of posynomial gate delay nmdeé formulate the
resulting robust optimization problem as a geometric paogfBV04]. The op-

timization problem is solved using highly efficient conveptimization methods



such as the interior point algorithm. Experimental ressiftsw that for the same
transistor area, the circuits sized by of our robust optatian approach have, on
an average, 12% fewer timing violations as compared to tteegiaing solutions
obtained via the traditional, deterministically basedrguaanding method. An

early version of this work was published in [SNLSO05].

. Statistical timing analysis incorporating correlated nonGaussian parame-
ters: The presence of random variations in the physical parasefethe tran-
sistors, and the interconnects of a circuit make the restilteterministic static
timing analysis (STA) mostly irrelevant. To provide meagfir information that
the designers can use for the desired optimization trasl@othe presence of pa-
rameter uncertainties, the timing analysis methods musahbation-aware. Tra-
ditional variation-aware timing analysis techniques ¢straf performing a multi-
corned-based analysis or a Monte Carlo analysis. Both thesieods suffer from
some serious weaknesses. The corner-based analysisesvaivimerating all
possible corners, i.e., all combinations of min/max valfesach varying param-
eter, which can be exponential in the number of parametecse inportantly, a
corner-based methodology can arrive at a worst-case cameh may actually
have an extremely low probability of occurrence. Accoumtiar such a worst
corner case results in an overly pessimistic design. Thet®@arlo analysis
technique is based on sampling the random variables fronoatkiprobability
distribution, and performing repeated timing analysislomdampled points. For
reasonably accurate prediction of the probability disttitms of a circuit, the
method requires a static timing analysis step for each ohthredreds of thou-
sands of sample points. This renders the Monte Carlo teaknigry inefficient

and impractical to use for large circuits consisting of tehhousands of gates.

In recent years, statistical static timing analysis (SSHA9 emerged as a promis-

ing and an efficient alternative to perform variation-awangéng analysis of a



circuit. The SSTA procedures can predict the timing yieldha circuit by ex-
tracting the probability distributions of the circuit dglaviost SSTA algorithms
[CS05, VRKF04, AMKT05] achieve efficiency in their methods by assuming that
the varying parameters can be accurately modeled by randdables following
a Gaussian distribution. The normality assumption enahkesise of closed form
analytical expressions to evaluate the result of the baatesscal timing oper-
ations. However, not all parameters of variations can berately modeled as
Gaussians. Moreover, the non-normal parameters exhdtistal dependence
arising from the spatial correlations in the circuit layodtus, in the presence
of these correlated non-Gaussian parameters, the SSTAthige that assume
normality can result in significant inaccuracies in estingthe probability dis-
tribution of a circuit. There have been some recent worktherexisting literature
on SSTA, that extend the Gaussian SSTA algorithms to inahoteGaussian ran-
dom variables [KS05, CZNVO05]. However, these extensiorscan only handle
a few non-normal variables, and are not scalable to problenhslarge number

of variables.

We present an efficient SSTA algorithm which is the first pgheid work that
can scalably handle a large number of correlated non-noramalom variables
in a reasonable runtime. We can efficiently handle the noms&an parameters
by employing anndependent component analy§i€A) technique [Bel, HO99,
HOO00, MP99], that enables us to achieve statistical indeégece between cor-
related non-Gaussian parameters. Using a moment-matbhsed scheme we
can extract the probability distribution function (PDF)daihe cumulative distri-
bution function (CDF) of all arrival time and delay randontighles in an ana-
lytical closed-form expression. The time complexity of @B TA procedure is
O(n * Ng), wheren is the number of grids the chip layout is divided into, and

Ng is the number of gates in the circuit, which is the same limeanplexity as
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of the Gaussian SSTA algorithms. Our SSTA method can prasessany as 256
correlated non-normal parameters in about 5 mins of runtiMedemonstrate the
accuracy of our SSTA procedure by verifying it against MoDg&lo simulations.
The average of the absolute errors of the proposed SSTA guogecompared to
Monte Carlo analysis, is 0.99% far, 2.05 % foro, 2.33% for the 95% point, and
2.36% for the 5% quantile point of the circuit delay. An earysion of this work
was published in [SS064].

1.3 Organization of the Thesis

The three research areas of power grid design, robust gag sind statistical timing

analysis are each addressed in a separate chapter of #is Gbapter 2 comprises the
algorithms for power grid design. In this chapter, Sectidrésand 2.7 contain the two
proposed topology optimization solution techniques tagiea high performance and a
reliable power grid. Chapter 3 addresses the robust gatggroblem, and consists of
two formulations, explained in Sections 3.4 &) to perform uncertainty-aware gate
sizing. The problem of SSTA with non-Gaussian parametersrngained in Chapter 4.

Finally, Chapter 5 summarizes the findings of this resedrehis.
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Chapter 2
Power Grid Design Algorithms

2.1 Introduction to Power Grid Design

The network of interconnects, routed across multiple matedrs on the chip, that dis-
tribute the power supply and the ground to the logic gateserchip is known as the
power/ground (P/G) network or the supply network. Since RH5 network electrically
connects to all the devices on chip, its design has a big ibgrathe chip performance.
Thus, the P/G distribution networks must be efficiently deted, analyzed and opti-
mized. The key constraints in the design of the P/G netwaiksrese of:

IR drop: The P/G networks consist of metal wires carrying currentsesg wires of-
fer resistance to the current flow, and hence a voltage dropre@cross them.
Since the supply network is required to distribute powerltaofthe gates on
the chip, large currents flow through these networks, and the voltage drop
can be significant. This large voltage drop, along with tlee faat the relentless
push for low power has driven the supply voltage requirenbetdw the 1 volt
region [SIAQ5], drastically reduces the noise margins tontaén correct logic
levels. Even if the drop is not large enough to cause logiersion of voltage
levels, it may still affect the performance of the chip byresing the delays of

logic gates as the current drive of the gates is proportitmtde supply voltage.

Electromigration: When current flows through the metal wires, the electronkdeol
with the metal atoms. These collisions result in a momentamsfer between
conducting electrons and diffusing metal atoms to produfteae on the latter
in the direction of electron flow. Over a period of time, thetatavires can be-
come ruptured because of this collision force. This phemamef displacement

of metal atoms due to the electron flux is known as electraatiign (EM). The
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problem of electromigration is a serious one in the P/G wisexe the currents
always flow in one direction in these wires, i.e., from g, nodes to the ground
nodes. This problem is further aggravated due to the inergmasurrent densi-
ties (defined as current per unit cross-sectional area ofite in the P/G wires
because of the increase in the currents and the concomgi@dmetron in the wire

widths due to technology scaling.

Ground bounce due to inductive effects: A sudden change of current flowing through
a wire will induce abrupt voltage changes on that wire andéighboring wires
due to the inductance of the power grid. If these wires aretapthe on-chip P/G
network, the induced voltage fluctuation is called fhé& /dt noise. Due to this
induced noise on the ground lines, today, we can no longenasshe existence
of a universal ground node on the chip. The inductive noigse@ground bounce
can cause severe signal integrity issues. Moreover themeef inductance also
leads to difficulties in the accurate analysis of P/G netwpgg., the coupling
capacitors between the power and ground lines nhow becomefiozapacitors
and the Modified Nodal matrix [LCO1] ceases to be diagonatignoshant, which

can lead to nonconvergence of iterative solvers.

As mentioned in Chapter 1, supply voltage fluctuations caregarded as control-
lable type of variations. Employing some well-known poweidglesign techniques
can directly control and reduce the voltage variations. Eehthe constraints of IR
drop and electromigration, the typical techniques avéalab the designers of supply

networks are:

1. Wire sizing: By increasing the wire widths, the interconnect resistarare de-
creased and hence the IR drop is reduced. Increasing thbsnatio decreases

the current density, and hence addresses the electromigpabblem.
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2. Adding decoupling capacitors (decaps)Decoupling capacitors are the on-chip
capacitors that are deliberately added between the powkragd the chip sub-
strate. The decaps act as charge reservoirs and maintaegtesd voltage levels
within the clock cycle to prevent the dynamic or transientdh@p, also known as

the voltage droop.

3. Using appropriate topologies for the P/G network: By optimizing the topology
of the supply network, i.e., by “wisely” removing or addingres in the supply
grid or by optimal assignment of pads, it is possible to mbetwoltage drop

constraints.

In this chapter of the thesis, we present two topology oatidn schemes to design a
power grid which meets the static IR drop and the electroatign constraint. Using
our power grid solution, a suitable decap placement schemeba used, as a post-
processing step, to safeguard against the transient eattagpp problem. Since we use
a DC power grid analysis, our methods do not focus on the ingunoise in the P/G
network. At an early stage of design, it is important to usepse models to efficiently
optimize the power grid system. A more detailed transiemugation method may be

employed later to analyze and reduce the inductive noidesipower grid wires.

2.2 Previous Work

Most of the previous works in the area of P/G network desigifopa the design opti-
mization by wire sizing and adding decoupling capacitors.

The methods of [TSL03,TS01,WC02,DMS89,WHT,BVGYO01] all provide wire
sizing schemes to design the P/G network. In [TS01, TSLG@}jvalent circuit mod-
els of many series resistors in the original network is aoeséd, and then wire widths
are optimized by transforming the constrained nonlineag@amming to a sequence of

linear programs. The problem is formulated by assuming tineents in segments to be
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fixed, and representing the branch voltages as variablespAmization scheme to cal-
culate both the lengths and widths of P/G networks, usingjaesgtial network simplex
method is proposed in [WCO02]. The authors of [DMS89] sizevtires of P/G networks
by building an optimization engine that first finds an initiehsible solution, and then
iteratively looks for the optimal solution along a feasildieection, using a sensitivity
analysis method. In [WH®@01], a wire sizing algorithm is proposed based on the conju-
gate gradient method and circuit sensitivity analysis hia problem formulation, only
the wire conductances are used as the variables and thetadgthod [PRV95] is used
to calculate the gradient. A heuristic based on minimizotgltwire area is developed
in [BVGYO01] that determines the optimal wire widths and tretwork topology, i.e., a
tree or a mesh structure by solving a nonlinear convex opétign problem.

Schemes for optimal assignment of decoupling capaciterpisented in [SGSO00,
CL97,WMSO05, ZPS06]. A combined technique to appropriately size the wirethsd
and add decaps through a heuristic based on the transienhtasignsitivity analysis
is proposed in [SGSO00]. In [CL97], a decap optimization pchare involving an iter-
ative process of circuit simulation and floor planning isgosed. A multigrid-based
approach to reduce the power grid system size is presenf#d\ts05]. This method
use a sequential quadratic programming method to optimestafunction that adds
decaps and performs wire sizing. Recently, in [ZB6], a decap budgeting algorithm,
based on macromodeling was proposed.

The authors of [MK92, Cai88, OP98] all provide techniquestépology optimiza-
tion of a power grid. In [MK92], a P/G network optimization thed is provided by
removal of selected wires. The problem is solves by fornmugit as a nonlinear com-
binatorial optimization problem and relaxing some of thestaaints. The wires are
represented as conductance links between the nodes, amisede/ariable vector is
used to determine the presence or absence of these conchilitdes. Some other works
in topology optimization [Cai88, OP98] address the probtdroptimal pad assignment

to the power/ground grid structures.
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The wire sizing and decap placement methods of [TSLO3, WT8R21, DMS89,
WHC*01,BVGYO01, SGS00, CL97] all assume that the topologies & Rétworks are
fixed, and only the widths of the wire segments, and the mostof decaps need to
be determined. These techniques of power grid design bysidneg and decap place-
ment have a significant cost of over-utilization of the chipaa Furthermore, if the
wire widths of the supply network vary throughout the chhe touting of signal nets
becomes much more difficult as a lot of book-keeping must beedo keep track of
the locations and widths of P/G wires. In the works on topglogtimization, the em-
phasis is on optimal assignment of the pins to the pads am@mplant of pads on the
power grid. The fact that the topology has a significant imflieeon the final layout
area is recognized, but the quest for a good topology des@mique remains an open

problem.

2.3 Proposed Power Grid Topology

In general, it is desirable to have as much regularity asipless the power grid in or-
der to permit the locations of power grid wires to be easilgoamted for during signal
routing. Furthermore, a regular grid structure can eaglgitalyzed [SGO03] as it results
in simpler circuit models. A highly irregular grid (for exaue, one that has been sized
irregularly, or one in which wires have been selectively oged) may well provide an
excellent solution if the power grid design problem is vievire isolation. However, if
we consider thentire design flow, a high degree of irregularity can be an impedimen
to the design methodology, as it may require a large amouhbok-keeping to keep
track of the precise locations of the power wires, and tordatee which regions have
excessive wiring congestion. Moreover, the number of oghirie parameters for such
a problem can be very large, which may make the optimizatighlyn computational.
At the other extreme, a fully regular grid has few optimizgparameters and is ideal for

the signal router. However, the constraint of full reguiadan be overly limiting, since
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the requirement of regularity may cause the design to useseke wiring resources.
For instance, if all wire widths were to be required to be td=, the wires could be
over-sized in regions that have relatively low current des

Our work proposes structured regularity in the power gridhwa topology that is
intermediate to fully regular grids and highly irregulaidg. These grids can be thought
of as being a piecewise-uniform grid thagibally irregular andlocally regular. This
structure combines the best of both worlds: it has the adgastfor faster routing that
is afforded by fully regular nets, while offering the fleXibi in optimization and better
resource utilization permitted by irregular topologigssipossible, in some cases, that
due to the regularity in the grid structure, the number atksaavailable for signal net
routes in high congestion regions are insufficient. Howeés aggravation of conges-
tion arising due to a regular grid design, can be checked amniglalled if such a problem
is anticipated and accounted for in the grid design proadar[SHSNO02], a procedure
is developed to simultaneously design the supply grid, umdkéage droop constraints,
and the signal net, under congestion considerations.irgdrom an initial dense reg-
ular grid, the non-critical power grid wires in the high cesgon regions are removed
followed by a heuristic wire sizing step to overcome the @feof wire removal. The
resulting grid is irregularly sized and thus, loses the ath@es of structured regularity.

We use a toy example to illustrate the possible design chdarea power grid topol-
ogy. For simplicity, let us assume that for the given exanpptdlem we can divide the
chip into four rectangular regions or tiles having differearrent densities as shown in
Figure 2.1(a).

The design in Figure 2.1(b) corresponds to the case whereaditeege drop con-
straints are met by constructing a regularly structured grith regularly sized elements
with the same number of wires in the four tiles, i.e., fourasiin each tile. This design
uses more wire resources than required, since the wireamkthe minimum number of
wires in each tile are chosen according to the region withatbest-case voltage drop.

The design in Figure 2.1(c) meets the design constraintsripiaying three wires in
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each tile but the wires in the upper half are sized indivihehd irregularly to decrease
the resistance and reduce the voltage drop. Such a desigesrttaktask of the signal
router more difficult, since it must keep track of the var&ahimount of space available
in each region. The design in Figure 2.1(d) utilizes the waring area by using vari-
able pitches and by sizing individual wires separately. Ewmv, besides the fact that
this design would make the routing of signal nets very diffidine optimization itself
involves numerous design variables and is therefore caatipaglly intensive. The de-
sign in Figure 2.1(e) is essentially the design we propodeatimize in this work. This
design is piecewise-uniform as within a tile it employs arrganstant pitch and uses
the same wire sizing throughout the chip. The wires are singfdrmly throughout the
chip so as to maintain regularity and meet the IR drop needsh & design is more
economical in utilization of wiring resources than designgigure 2.1(b) and (c), and
has the desirable property of regularity that Figure 2.I5cRs, and does not complicate
the routing problem for signal nets. Moreover, due to anti@ehestructure in the design,

it is easy to optimize.

Currentf Densities

High | High ! :ﬂ

Med Low

@ (b) (©) (d) (e)

Figure 2.1: (a) Current densities for an example chip thadtitates the possible choices
for a power grid topology. Possible Designs of P/G Netwonk@loid with 4 wires in
each tile and regular wire sizing. (c) Grid with 3 wires in ledite and irregular wire
sizing. (d) A non-uniform grid with variable pitches thrdwaut and irregular sizing. (e)
A piecewise-uniform grid with 4 wires in the upper half tij&wires in bottom-left tile

and 1 wire in bottom-right tile and uniform sizing.
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In the following sections of this chapter, after discusdimgpower grid design pre-
liminaries and hierarchical analysis method , two techesjare presented to design a
locally regular, globally irregular power grid that meétg treliability constraints. The
procedure in the first technique is based on an iterativetsatysbased heuristic op-
timization. The second power grid design technique useptiheiples of hierarchical

design and the property of locality.

2.4 Preliminaries

2.4.1 Power Grid Circuit Model

A power grid comprises metal wires running in the orthogahadctions and spanning
multiple layers (typically, 5 to 8 for current microprocesslesigns). The wires in two
consecutive layers of metal are electrically connectechthh ether by using vias. The
wires in the top-most metal layers are electrically cone@db thel,, pads that are
located either on the peripheral power ring, as in the casa fhip with a wire-bond
package, or are distributed over the entire chip area, Wshigumps, as in the case of a
flip-chip package. This system of pad connections and né&tafometal wires carrying
currents from thé/pp pads to the underlying gates in the functional blocks, can be
modeled as an equivalent electrical circuit comprisingsayg millions of nodes. Under
DC conditions, as illustrated in Figure 2.2, the power gad be modeled as a resistive
mesh, with the pads replaced by voltage sources. As seer ifigtire, the wires are
replaced by their equivalent resistances and the worst-®agching activities of the
gates in the underlying functional blocks determines tla€lilog currents.

Using the circuit model as shown in Figure 2.2, the branclstascer; of branchi

can be expressed as:

i = Ps— (21)

19



Pad Pad

| —
Horizontal Vertical
wire wire

Figure 2.2: A power grid and its equivalent circuit model en®C conditions.

wherep, is the sheet resistivityy; is the width of the wire segment corresponding to
the branchi, andp is the pitch of the power grid wires in the orthogonal direnti
which is the same as the length of the wire segment. The pfttteqoower grid wires
could be different for different layers and in fact, may ne¢e be constant for a given
layer. After converting the voltage sources in the powed gniodel of Figure 2.2 to
their Norton equivalents, the solution to the node voltaafdbe circuit is given by the

following system of Modified Nodal Analysis (MNA) equatians
G-v=1J, JVeR' GeR"™™ (2.2)

wheren is the number of electrical nodes in the power grid ciradits the conductance
matrix which contains stamps of all branch resistan¥es,the vector of node voltages
andJ is a vector of load currents and the Norton currents of veltsaurces.

For all nodeg and all branchesin the power grid circuit, the following constraints

must be satisfied:
1. The IR drop constraint: V; > V..
2. The current density or EM constraints : |I;| < ow;

The voltage of nod¢ is denoted a¥/;, the branch current of branchs denoted as,

ando is the specified current density for a fixed thickness (h¢ighthe metal layer.
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In the following sections of this chapter, we describe tha&gleprocedures for con-
structing a power grid that meets the two above constraliits.inputs to our power grid
design problem are the number of power pads and their preciggection locations to
the grid wires in the top layer, the placed functional bloeksl an estimate of worst
case currents drawn by the gates in the functional blocke.ahmount of current drawn
by each of the functional blocks can be determined by esiimaéchniques such as
the ones proposed in [KNH95] and [WMRO04]. Although, thesdghuds extract time
varying current waveforms, appropriate simplifications ba made to these techniques
to estimate worst case steady state currents drawn by thedoal blocks. We use the
power grid circuit model as shown in Figure 2.2. Each npdethe power grid circuit
is loaded by a constant current sourge Given the current estimatg, drawn by a
functional blockk, and the physical coordinates of the placed functionallblgcthe
values of constant current sources loading the power geidlansen in such a way that
the sum of all current sources at node locations lying overftimctional blockk add
up to the functional block current;, . The values of constant current sources and the

functional block currents are expressed by the followirgtien:

G = Ifk (23)
je{Nodes over block};

2.4.2 Terminology

The following terminology would be adhered to in this chapmitthe thesis. Aile or

a partition is a rectangular region of the chip and the chip is divided imiany tiles
or partitions. Askeleton gridis an imaginary grid with wires running in orthogonal
directions which is superimposed over the entire chip aféés skeleton grid which is
a uniform and a continuous grid of constant pitch is a plaaeldr for adding the wires.
The concept of the skeleton grid is explained in Section Rrbelectrical node in a tile
having links to other nodes in the same tile is calledraarnal node the nodes at the

edges of tiles that connect a tile to its neighboring tiles @alledport nodesand the
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nodes corresponding to th& , or ground pads are treatedglsbal nodes

2.5 Circuit Analysis by Macromodeling

To detect the nodes and branches in the power grid circuitiwhiolate the IR drop
and EM constraints, our iterative power grid optimizatidgoaithms use an explicit
power grid analysis step in each iteration. For the purpo$etermining the most
critical nodes and branches in the circuit, our work usesitbiarchical circuit analysis
technique of [ZPS00]. This section discusses the adaptation of the macrolingde
method to our work.

As will be explained in Sections 2.6 and 2.7, both of our psgabpower grid design
schemes employ a method of dividing the large power grid iateasmaller rectangular
regions, referred to as partitions or tiles, and designimggdubgrids locally in these
smaller regions. In such a scenario of working with the parts of a power grid system,
the hierarchical modeling idea can be efficiently applieduopower grid systems.

Referring to the MNA Equation of (2.2), and splitting the &yma into internal nodes

and port nodes, we can rewrite the system of equations as:

Gaa Gab Va Ja
= (2.4)

G:{b be Vb Jb +1

where

V. andVy are the vector of the voltages at the internal nodes and thepdes,

respectively.

J, andJy, are the vectors of current sources connected at the inteoa&s and

the ports, respectively.

I is the vector of currents through the interfaces betweepadinis.

G4 1s the conductance of links between the internal nodes angdfts.
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e (3., Is the conductance matrix corresponding to the connectinlysbetween the

internal nodes.

e (7, is the conductance matrix corresponding to the connectinhysbetween the

port nodes.

As we are employing a resistive mesh model and DC excitateesh rectangular
tile can be abstracted as a multiport electrical elementihas a linear current-voltage
relationship. These multiport elements are referred tonasromodels If m is the
number of wires in the horizontal direction in a tile ands the number of vertical
wires in a tile, each macromodel can be regarded agart linear element, where

q = 2(m + n), with its transfer characteristic given by the followinguagjon:
I = AV+S (2.5)

wherel € R, A € R7*71, 'V € R, S € R4, A is the port admittance matri¥, is the
vector of voltages at the ports, corresponding to the vekaa the nodes on edges of
the tiles,| is the current through the interface between the tiles, &nd a vector of
current sources between each port and ground.

Referring to the matrix algebra, explained in detail in [ZP8], the macromodel
elements, the admittance matrlx and the current source vect®rcan be derived from

the following relations:

A = LylL}

= LiaLlyyJa—Jp (2.6)

whereL,,, L., and Ly, represent the submatrices of the Cholesky factor matriaf
the conductance matri¥, with indicesa andb, corresponding to the internal nodes, and
the ports, respectively.

Figure 2.3 shows the conversion of tiles of the power grid macromodels. In this

example, the power grid which is divided into 9 tiles, is reeld to a system of nine
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A tile

(A1, 81) (A2,82) — (4s,83)

- N
Ports——— (A1,S4) (45,85) | (4s.S0)
= N

(A7,87) (As,S8) — (Ao, So)

Loy

0

Horizaontal P/GVertical P/G
wire wire

(a) (b)

Figure 2.3: Converting the P/G network to a system of macaeis (a) A P/G network
with port nodes at the tile boundaries. (b) The P/G networknged to a system of

macromodels connected to each other through the port nodes.

multiport elements given by the macromodel parametérS)( The macromodels are
connected to each other through port connections.
The macromodel parameterd,(S) of each tile are stamped into the MNA equation

in the global system given by
MX = b (2.7)

where

e M is the matrix containing the conductance links betweenalabdes and the

tiles, the conductance links between the tiles, and theptarhA for each tile.
e X is the vector of voltages of global nodes and ports.
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e b is the vector of current sources at global nodes and stampdaf each tile.

The above Equation (2.7) is solved, either using a direoesdghs for the first power
grid design scheme) or by using an iterative solver (as ®isttond power grid design
procedure), to determine the global node and port voltd§éss required to solve for
the voltages of the internal nodes of any tile or partitite €lements of the interface
current vectol are determined by Equation (2.5), and are fed back into kujué?.4),
which is then solved by a direct solver by reusing the Chgléa&tors, and performing
backward substitution of the already determined elemdriteegport voltage vectovy,.

Since in our optimization procedures, while designing lpoaver grids, only a few
tiles or partitions are required to be processed in anytiterathe power grid system
solution by hierarchical analysis proves very efficient: the purposes of efficiency, we
also use the step of sparsification4imatrix as proposed in [ZP®0]. This increases

the sparsity of the global matrix/ at the cost of reasonable simulation errors.

2.6 Solution Technique 1: A Sensitivity-based Heuristic

This section of the thesis presents a design method, basdtea@omputation of the
sensitivity of node voltages with respect to increase irewirea, for optimizing the P/G
network by using locally regular, globally irregular grid$he procedure divides the
power grid chip area into rectangular subgrids or tiles.afing the entire power grid
to be composed of many tiles connected to each other, enhielese of a hierarchical
circuit analysis approach to identify the tiles containthg nodes having the greatest
drops. Starting from an initial configuration with an equahber of wires in each
of the rectangular tiles, wires are added in the tiles usmgexative sensitivity based
optimizer. A novel and efficient table lookup scheme is empgtbto provide gradient in-
formation to the optimizer. Incorporating a congestiongignterm in the cost function

ensures that regularity in the grid structure does not agggacongestion.
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The sequence of entire optimization procedure is sumnaiiztne following steps:

1. The chip is divided intk rectangular tiles. An imaginargkeleton grid(to be
defined in Section 2.6.1) is superimposed on the chip areaattual supply grid
is built on the skeleton grid, to maintain wire alignmentsoas tile boundaries.
Starting with an equal number of wires in all tiles in bothiaontal and vertical

directions, an initial sparse actual grid is formed on thelesion grid.

2. Each tile is further divided intb bins or smaller rectangular regions. An initial
congestion value is assigned to each bin in both horizonthvartical directions.
Such congestion values could be obtained from probalbilcsthgestion estima-
tion techniques such as [LTKS02] and [WBGO04].

3. The grid is analyzed using the macromodeling techniquieasribed in Section
2.6.2, and the most critical nodeén tile i, having the maximum voltage drop from

Vbbb, is determined.

4. The voltage sensitivity of the most critical nogewith respect to increase in
wire area in tilel, due to the addition dfwires, is computed using the sensitivity

calculation method, as described in Section 2.6.3.

5. The increase in congestion of bins of tiledue to the addition of wires is
computed, as explained in Section 2.6.4. The cost functaraiculated as the

weighted sum of the voltage sensitivity term and the congeserm.

6. The number of horizontal or vertical wires in the tile hraythe minimum cost, is
increased by. The current sources to internal nodes of the tile are rgasdi so
that the sum of the current sources at all internal node<isatial current drawn
by the P/G buses in that tile. The congestion values of thg inithe tile chosen

for wire additions are updated.
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7. Steps 4,5, 6 and 7 are repeated until the voltage of thearibsal node is greater

than a specified value, and the EM constraints for all wirdkégrid are met.

The following sections explain each of these steps in detail

2.6.1 Building the Power Grid

Skeleton grid
wires

€ I
== T 9lIN\
I

—~
)
-~

(@) (b)

Figure 2.4: lllustration of the procedure to build the poweid on a skeleton grid.
The P/G wires must lie on the skeleton grid, shown with lighe$. The positions of
actual P/G wires are shown with dark lines. (a) The initiadcture of the grid. (b) The
structure of the grid after two wires are added in tilélhe wires are added to maintain
a near-constant pitch within the tile. (c) The grid struetafter addition of two wires in

tile 2. The wires in tilesl and2 are added at the same local positions so that they are

aligned with each other.

Our optimization procedure builds a non-uniform, locathgular, globally irregular
grid, with different densities of wires in different tileslowever, if each region uses a
constant wire pitch within it, wires in the adjacent regi@me likely to be misaligned

which would result in the cost of extra vias to electricalpnoect these wires. We use
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the concept of akeleton gridillustrated in Figure 2.4 (a), to avoid this scenario. The
skeleton grid is an imaginary uniform grid superimposed dkie layout area, and the
wires of the non-uniform real grid, i.e., the actual grid ® deesigned, are placed on
this grid. The pitches of the skeleton grid are chosen suatitihe actual grid were
to completely occupy the skeleton grid, it would have enowghs to meet the voltage
drop constraints.

Figure 2.4 depicts how the actual non-uniform grid built amé&orm skeleton grid.
In this example, the layout is divided into four tiles. Théckhshaded lines are the
power grid wires that demarcate the tile boundaries. Th#alrstructure of a non-
uniform power grid, built on a skeleton grid, is shown in Figk.4(a). One way to
achieve perfect local regularity in the grid structure isi$e a constant wire pitch inside
a tile. However, if the wire densities of adjacent tiles aiffecent, a constant pitch
would result in the non-alignment of wires across tile baanes. Hence, we place the
wires inside a tile to achieve a near-constant pitch. As showigure 2.4(b), the wires
additions inside a tile are distributed to maintain a nearstant pitch, as per the idea of
local regularity.

Our method maximizes wire alignment across tile bounddrjeadding the wires
on the skeleton grid in the same pre-determined order inledl in each iteration. For
example, in Figure 2.4(b) and (c), the wires are added inildein the following order:
wire 1 first, and then wire 2 and wire 3. Since the wires in tdes always added in
the same order at identical local positions inside a tile,wlres in adjacent tiles are
aligned with each other. As seen in Figure 2.4(c), wires 1Aaimdadjacent tiles, tile 1
and tile 2 are aligned with each other. Such a structure h&lsauting of signal nets as
the only book-keeping that is required is related to thegaes or absence of wires on

the skeleton grid in the given tile.
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2.6.2 Port Approximation Technique

After dividing the whole power grid area into smaller regalar regions or tiles, we
observe that the nodes on the edges of the tiles are on thecsauaigcting wire. There-
fore, it is reasonable to make an approximation that codlajseme of the nodeat the
edgé. We use this observation to reduce the size of the macromoaaking an ap-
proximation to reduce the number of ports of a tile fratm; + n;) to 2(k + p) ports
wherek < m; andp < n;. Each of the rectangular tiles is considered aska+ p)-port
linear element by making an approximation that the voltag@tion of some nodes on
the edges of the rectangular tiles is small.

To further maintain the accuracy of the circuit solutionridg the reduction of the
edge nodes of the tiles, aipp and ground pad nodes that lie on the tile edges are
always preserved and so are their immediate neighbors. f8isevery removed node,
its immediate neighbor is always preserved, thus appraxagdor only small voltage
variations on the edges. The corner nodes of the tiles arer memoved. Figure 2.5
illustrates this process where a 20 port tile is reduced b pott tile.

To validate that this reduction frog{(m + n) ports to2(k + p) ports is a reasonable
approximation, we perform simulations of power grid citstand empirically choose
the value ok andp so that there is a reasonable upper bound on the error in lingoso
of the original and the approximated systems.

Tables 2.1 and 2.2 list the the orders of errors and runtimprarements for the
approximations for the power delivery to a 2cm2cm chip with aVpp value of 1.2
\olts, and pads distributed throughout the chip. For theegrments in Table 2.1, the
chip is divided intol0 x 10 subgrids, i.e., 100 tiles with each tile having 10 horizbnta

and 10 vertical wires. The exact number of ports without amy @pproximations is 44

This is a coarser and faster approximation than that usediltigrnid-based meth-
ods.

2Even if the grid boundaries do not have these wires, the gsisomis likely to be
valid for reasonably dense grids.
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Figure 2.5: Reducing the number of ports of a tile of a powéit.g(a) A tile of the
original P/G network with 20 port nodes. (b) The port nodetheftile reduced to 14 by

combining some nodes.

and this corresponds to the simulation data on the last roe.range of voltages for the
exact simulation without any port approximations is 0.88M20 V.

Table 2.2 represents the experiments for which the chipvlell into12 x 12
power grid, i.e., 144 tiles with each tile having 12 horizdrand 12 vertical wires. The
exact number of ports without any port approximations isf@tais corresponds to the
simulation data on the last row. The range of voltages foetteet simulation without
any port approximations is 0.90V - 1.20 V.

Tables 2.1 and 2.2, show the orders of the average and maxerons for simula-
tions with the port approximations as compared to a simuatrithout removing any
ports.

As seen in these tables, we gain significant runtime impreverfrom these ap-
proximations while ensuring that the errors remain witréasonable bounds. For a
power grid design problem in which the bound on the worst watage drop is to be
kept within 8%-10% ofl/ 5, the level of accuracy given by an average error of about

1%-3% is adequate. Since we are at the early design levet the fair amount of
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# of Ports Kept| Avg Error % | Max Err % | Runtime (sec
4 9.21% 13.24% 0.54
8 7.52% 10.02% 0.67
10 5.89% 9.50% 0.78
12 5.38% 8.08% 0.87
20 3.19% 6.58% 1.88
24 2.60% 5.08% 2.79
28 2.41% 5.06% 3.95
32 1.57% 3.51% 5.46
36 1.27% 2.71% 7.19
40 0.07% 1.02% 9.49
44 0.00% 0.00% 11.60

Table 2.1: Errors for port approximations foid @ x 10 grid.

uncertainty involved in various design parameters likeawing current waveforms and
exact placement of the underlying functional blocks. Heitde advantageous to work
with an efficient and reasonably accurate model of the powerag opposed to a com-

pletely accurate but inefficient model.

2.6.3 \oltage Sensitivity Calculation

Sensitivity analysis is a standard technique employedifouit optimization when it is
desired to find out how the response of output changes wigeoe$o changes in circuit
element values. The advantage of using the sensitivitydoasthod is that it eliminates
the cost of doing an extra simulation after making changekercircuit, and uses the
factors of coefficient matrix of the original solution.

For our problem, the sensitivity calculations in matrixrfoprovide the gradient
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# of Ports Kept| Avg Error % | Max Err % | Runtime (sec
4 10.41% 14.57% 0.71
8 8.78% 11.34% 1.23
12 5.87% 9.00% 1.90
16 4.88% 7.83% 2.81
20 3.78% 7.16% 4.14
24 3.33% 8.08% 6.09
32 2.58% 4.58% 11.27
36 2.35% 4.51% 15.07
40 1.52% 2.16% 19.26
48 0.05% 0.78% 30.58
52 0.00% 0.00% 36.55

Table 2.2: Errors for port approximations foda x 12 grid.

information to guide the direction of optimization. The bs#s, as explained in Sec-
tions 2.5 and 2.6.2, determines the most critical node thstlme greatest voltage drop.
The task of sensitivity computation is to determine the tdgf the tile to which the
addition ofl horizontal or vertical wires would have the greatest impacterms of
improving the worst case voltage drop. To explain the seitgitcalculation method,

the following notation will be used:

32



Number of rectangular tiles into which the power grid isided.

\oltage of the most critical nodefound in tilei.

Number of wires in tild.

Number of wires in tile in the horizontal direction.

Number of wires in tild in the vertical direction.

The wire width for the power grid, assumed to be constantiferentire layout.
The length of the horizontal wire in tile

The length of the vertical wire in tile.

Wiring area used in tile.

The vector of port voltages of tilewhich contains the most critical noae
Numbers of ports kept for tiles after the port approximasio

The number of wires added in any tile in each iteration.

The following relations exist between the above defined $erm

Ar; = W(m;Lp; + n;Ly;) (2.8)

pi = My +n (2.9)

Using the chain rule, we can make the following calculations

OV . 6V i/ 0p;

= 2.1
From Equations (2.8) and (2.9) it follows:
= 2.11
Opi 5pi/5mz’ * 5172‘/57%‘ ( )
‘iSA” = W(Lp + Ly) (2.12)
Pi

To calculate the numerator of the right hand side (RHS) ofdiqn (2.10), i.. V4 /dp;,
we use the following procedure. Consider the global systdiX, = b as described by
Equation (2.7). Let us assume that by the process of addiregswi tilei, M changes

to M + oM, andb changes td + éb. It can be easily seen that the changés in the
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global matrixM, are in the entries corresponding to the stamp of the firstonaadel

parameterd;, and the change® in the vectomb, take place in the entries corresponding
to stamps of second macromodel paramBterThe sensitivities of particular response
variables, i.e., the port voltages entries in ¥a@ector in Equation (2.7), can be calcu-

lated by the following equations [PRV95]:
(M +0M)(X+6X) = b+db (2.13)

Simplifying Equation (2.13) by substituting from Equati¢a7), and neglecting the

second-order variation, i.e2)M X, we obtain:

MéX = —6MX +sb
6X = M Y(—0MX + éb) (2.14)

If we are concerned only with thg" response variable, i.e., the voltage sensitivity of

5t port variable, Equation (2.14) can be written as:
6X; = [j™row of M~'](—6MX + &b) (2.15)
The j** row of M ~! can be calculated by solving the system
MT¢ = ¢ (2.16)

where¢; is a column vector representing t}i& row of A/ ~!, ande; is a column vector
corresponding to thg" column of the identity matrix. Equation (2.15) can be reterit

as:
0X; = & (—6MX + 6b) (2.17)
Referring to Equation (2.17), the following relations canfound:
0X;

b Ejk (2.18)
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where¢;;, is thek! component of the;, and

X,
5an

= —&{mXp (2.19)

where¢;,, is the negative ofn™™ component of column vectaf; multiplied by n"
component of the original solution vectdr Using the Equations (2.18) and (2.19), and
applying the chain rule, we can compute the sensitivitiegotthges at the ports of the
tile which contains the most critical noastewith respect to an addition dfwires in tile

i, by the following equation:

5X; !
P>

m=1 n=1

t t

§X; 6 Mo, 5X; 5by

(2.20)

wheret is the number of kept ports for the tiles after the port appnations and the
summation indices in the terms’ _, ' and}";_, arise due to the change in the
macromodel 4;.;,S¢«1) stamps for tilei, where the extra wires are added. For the
purposes of efficiency, the two unknown quantities in Equma(2.20), (Wﬂ> and

op;
<%> are calculated using a table lookup scheme described foltbe/ing section.

7

Table Lookup

The number of wires in a tile in horizontal and vertical difess can assume a finite
set of values starting from the initial number of wires, to asmum number that cor-
responds to the number of wires on the skeleton grid inside.a t
The macromodel matrixd depends only on the number of wires in a tile, and the

vector S depends on the number of wires and the value of current seumca tile.
However, since our model assumes equal valued currentesoptaced at the internal
nodes of the tile, th& vector can be calculated for a current source of unit valubeat
internal nodes, and then a n&wector can be computed as a scalar multiple ofShe

vector by the following relation:

un
I

S (2.21)
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whereS is the vector for the tile with a current source of magnitedglaced at the
internal nodes, anf is the vector for the tile with a current source of unit magdé

placed at the internal nodes.

# of Horizontal | # of Vertical
Index Wires Wires | ‘<t | Sea
q 3 3 A | Sy
p 3 7 A | s,
100 10 10 A100 | S100

Table 2.3: A Table lookup example to illustrate the simpdifion of voltage sensitivity

computation.

Given that macromodel parameters, 8) depend on only the number of wires in
a tile, we construct, in advance, a table that contains theegponding macromodel
parameters for a set of values of horizontal and verticadsvin a tile.

The structure of the table is shown in Table 2.3. We can nowentla& following

computations from the table lookup:

opi Ap; = (Auw)p = (Au)q (2.22)
op; ~ Ap; - c<<sl‘)P (Sr)q) (2.23)

where (1, v) are the rows and columns df;,,.; and n, n) are the rows and columns of
M corresponding to the stamp df Similarly r is the row ofS; ., andk is the row in
b corresponding to the stamp 8f The indexq is the index in the table corresponding

to the current numbers of horizontal and vertical wires iiheg &ndp is the index in the
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table corresponding to the number of horizontal and vdntioees after an addition of
| wires in either of the directions. These equations hold beeany change in thil
matrix and theb vector, due to an addition of a wire in the tile, would only bethe

stamps of4 andS.

Wires Added i
) Tile 1
Tile 1 Tile 1 i

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,
|

,,,,,,,,,,,,,,,,,,,,,,,

@) (b)

Figure 2.6: Change in the grid structure by addition of wiresle 1. (a) Tile 1 with
3 wires initially. (b) Four more wires added in tile The corresponding change in

macromodel parametefsl;, S;) can be calculated using Table 2.3 as a lookup table.

The table lookup procedure can be better understood witheheof a small exam-
ple. Let us consider a chip area divided into four tiles. Wehato compute the terms
in the left hand side (LHS) of Equations (2.22) and (2.23}hwespect to addition of
wires in tile 1. Figure 2.6 illustrates the change in the gtrdicture by wire additions in
tile 1.

The global system of Equation (2.7), corresponding to theargxde of Figure 2.6,
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where the chip is partitioned into four tiles, is describgd b

Goo Go1 Goz Goz Goa Io
G, A1 G Gz Gu —S1
M=1Gf, G, Ay Gy Gy | and b= | —S,
Goz Gl3 Gz Az Gu —S3

G Gl GL R A =N

The entries corresponding to the ind@are associated with the global nodes and the
other indices correspond to the tile numbers.

As seen in Equation (2.24), after addition of two wires ie fil the only changes in
M are in the entries corresponding A, and the only changes im are in the entries
corresponding t@,. After the wire additions, the new macromodel parametees ar
(A1,S1). Since we have a pre-constructed table of the form of as shiowable 2.3,
all that is required is to search in the table for indgxorresponding to the number of
wires in tile 1, before the wire addition, and indgx corresponding to the number of
wires in tile 1, after the wire addition. The entries storadhe table for indexy are
(A1, S1), and the entries stored in the table for ingieare (4;,S;). Hence, we can now
easily evaluate Equations (2.22) and (2.23).

All the terms in the RHS of Equation(2.20) are now known frdre solutions of
Equations (2.18), (2.19), (2.22) and (2.23). The evalmatibEquation (2.20), yields
the sensitivities of the port voltages with respect to theevaddition in the tile.

We now require the sensitivity of the most critical (i.e., &Hf Equation (2.10))
node which could be an internal node of a tile. Since our motighe power grid as
shown in Figure (2.2) is purely linear, we can relate the poltages to the most critical

node by the following equation:
V., = C'V+D, (2.24)

whereV is the vector of port voltage€;T is a row vector and),, is a constant. Refer-

ring to Equation (2.4), these terms are calculated as:
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CT = 2" row (for the internal node x) of matrix G, 1 G.
D, = z'" component of vectof, 1 J ..
If the most critical node is not in the same tile in which a wisdeing added then the

termsCT and D, are constant. Therefore, from Equation (2.24)
0Vai or oV

op; o
If the most critical node is indeed in the same tile in whichieevis being added,
SV, OV 5CT 6D,
= \%
op; © op; * op; op;
Thus, from Equations (2.25) and (2.26) we get the LHS of Equaf2.10), which is

(2.25)

(2.26)

simply the change in voltage of the most critical node by mglin addition of wires
in tile i. This is the gradient information we require to guide theroation process
described in the Section 2.6.5. The table-lookup schenmaptemented as a file read,
and therefore does not increase the memory requiremerits optimization procedure.

We also perform didelity testto check the sensitivity calculations. In this test, we
first find the worst node in the circuit, and then compute thesisiwities of the worst
node with respect to addition bfvires in various tiles, one tile at a time. The tiles are
then sorted in decreasing order of sensitivity values. Negtmake the actual change
of addition ofl wires in the sorted order and observe the voltage changesolvtinst
node. We find that the sorting of tiles according to the satisitcalculations indeed
match the order of the voltage change obtained by the actigifi@n of extra wires.
In other words, the tile computed to have the greatest velsanpsitivity for the worst
node obtains the maximum voltage improvement, or greatdtige drop reduction,
after actual addition dfwires in that tile. The tile calculated to have the secongdar
sensitivity has the second largest voltage improvemedtsamn. The successful results
of the fidelity test are critical, as they validate the greagproach to add wires in the
tile having the maximum sensitivity according to the sewigjt calculations.

We empirically choose to keep the valued td be from 5-7 wires added in a tile in

every iteration. For larger values pthe orders of errors in the sensitivity computations
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increase, as the assumptions made to neglect the secomd/ardgéions, i.e.) M db in

the derivation of Equations (2.18) and (2.19) no longer hold

2.6.4 Congestion-Aware Power Grid Design

The constraint of maintaining local regularity may comehatéxpense of worsening the
congestion problem, where signal nets are unable to finctmirftiroutable resources to
complete their routing, and are forced to take detours.rifcstired regularity enforces
placement of power grid wires in regions where the demanddfating resources from
signal nets is high, it would clearly aggravate congestion.

To overcome this potential problem of congestion arising ttulocal regularity in
the grid structure, we follow a pre-emptive strategy withcampromising the property
of structured local regularity in the power grid design. \WWeaduce a term in the cost
function which penalizes addition of power grid wires inlinigpngestion regions. Since
the input to our power grid design problem is a floorplan ore&etl net-list, probabilistic
congestion estimation techniques such as [LTKS02] and [W8Gan be used to assign
congestion numbers to different regions of the chip. Diwlihe chip into rectangular
tiles for the purposes of building the power grid, producles twith fairly large areas
from the perspective of signal net routing. Hence, we furtessellate each tile into
smaller rectangular regions callbohs As shown in Figure 2.7(a) and (b), after the chip
area is divided into rectangular subgrids or tiles, the@ee further divided into smaller
rectangular bins. Considering the bins in tilarranged iny; rows andz; columns,
probabilistic congestion estimation techniques can bdaigenerate two matrices;,
andU;, , each of sizey; x z;, whose entries correspond, respectively, to the assdciate
horizontal and vertical usage of each bin due to the signalowting. The horizontal

and vertical capacities;, andc;,, respectively, of each bin in tileis given by the
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A tile

A bin

(a) (b)

Figure 2.7: (a) An example of a chip divided into four tilesrrcated with thick dark
lines representing P/G wires. The P/G wires inside a tileshosvn with thin dark lines.

(b) A tile is further divided into 16 bins. The dark lines ar&Rvires inside the tile.

following relations:

hi
G, = min P, (2.27)
w,
o — ¢ 2.2
Cin min P, (2.28)

where (nin P,) and nin P,) are the minimum horizontal and vertical pitches, respec-
tively, of the metal layer, and;; andw; are the height and the width, respectively, of
each bin in tilei. The horizontal and vertical congestions of each bin areutaed

and stored in matrice§;, andC;, , respectively. For a bin indexed by rawand col-

umnb, the congestion value is given by the fraction of total bipaxaty utilized by the

following relation:

Cilab] = % (2.29)
0y = Zelel (2.30)

C;

&

v

v

In each iteration of the optimization loop, additionlafires in tilei change the values

in congestion and usage matrices for exactglumns ol rows, depending on whether
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the wires added were in the vertical or the horizontal dioectFor instance, addition of
one vertical wire in tild, at a position corresponding to all bins indexed by column

changes the values of the usage matkixin the following way:

Ui 7, Unew = Ui, [4, Dot + j=1---y; (2.31)

min P,’
wherelV is the wire width, assumed to be constant for the entire layldsing Equa-
tions (2.29) and (2.30), the new congestion values, afteg additions, can be calcu-
lated.

We defineCongV,,,, as the average vertical, adthngV,,.., as the maximum ver-

tical congestion of all bins indexed by colurhias:

Yi .

CongVayg, [b] = Z M (2.32)
— Y

Congvma,xi [b] = Imnax Ci/u []7 b]7 ] =1.-- Yi

The average horizontal;ong H,,,,, and the maximum horizontal;ong H,,.,, cOnges-
tion of all bins indexed by row is similarly defined as:

Zi

Civ [a7 j]
CongHayg,la] = Z; . (2.33)
j:
CongHmaxi [CL] = max Ci/u [Cl;,j], ] =1---z

The average vertical and horizontal congestion for all eftins in tilei is:

Zi

CongViyye |J
CongVipg, = Z—ongz o] (2.34)
j=1 :

Yi

3 CongHavg, [J]

CongH qug,
Yi

Jj=1

The maximum vertical and horizontal congestion for all tireshn tilei is given by:

CongVimaz, = max(CongViaz, (1], -, CongVinas,[2i]) (2.35)

CongHpmaz, = max(CongH ez, (1], - -+, CongH oz, [vi])
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The penalty term introduced for congestion is the following

Cong; =y(CongVyyg, + CongHgyg, )+
(1 - ’Y) (Congvma:vi + CongHmaxi) (2.36)

where,y is a parametee [0, 1] to appropriately penalize the average and the maximum
congestion.

The cost function associated with adding wires in tils a weighted sum of the

voltage sensitivity term%, computed using the procedure described in Section 2.6.3,

and the congestion penalty tertrigng;.

oV,
(SA’I“Z‘

Cost; = pCong; — « (2.37)

where,« andj are normalized weight parameters. The voltage sensiti®rty repre-
sents the cost to benefit ratio of voltage drop reduction withease in area, and the
congestion term penalizes for aggravating congestion by additions in the congested
regions. The cost function guides the optimization loophagtile having the minimum

value of the cost function is selected for wire additions.

2.6.5 Optimization Objective and Constraints

We use a greedy optimization heuristic based on the infoomaibtained from the

sensitivity and congestion computations. Using some ofifaitions in the previous
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sections, the optimization problem is formulated as foow

k
Minimize ) ~ Cost; (2.38)

=1

Subject to
Min(Vyx) > Vipee Vnode,
Py = 1\, Vi 1tok

Pri = co\p, Vi 1tok
% <o VYwire;

w - J
wherek is the number of tiles in the P/G grid)},; and P,; are the wire pitches in the
horizontal and vertical direction in tile A\, and ), are the pitches in the horizontal
and vertical directions of thekeleton gridc; andc, are some integer constants. These
approximation constraints enforce the wires in a tile to lae¢d on the skeleton grid
with a near-constant pitch within a tileAs described in Section 2.6.1, these constraints
aid in maximum alignment of wires in the adjacent tiles. Theewitches are related to

the line resistances by the following relations

psPhi pSPUi
Rm' - and R i =
W MW

(2.39)

whereR,; and R;,; are the line resistances of the vertical and horizontalsimdile i,
ps 1S the sheet resistivity and/ is the wire width which is assumed to be constant for
the entire layout.

The last set of constraints are the EM constraints, whasethe current density for
a fixed thickness of the metal layer ang,. is the current flowing through wirg

The optimization procedure iteratively addsvires in tilei, by selecting the tile
indexi based orCost; as given by the cost function of Equation (2.37). The addgio
of wires on the skeleton grid ensures the approximationtcaings to obtain a near-
constant pitch within a tile. The IR drop and EM constraifiis hodes and branches in

tile i, are checked by the hierarchical circuit analysis steprdestin Section 2.5. The
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iterative method of wire additions in a tile continues utité power grid system satisfies

the reliability constraints of IR drop and EM.

2.6.6 Speedup Techniques

In the optimization procedure, we can generate the follgwivings in the some of the

steps to achieve significant speed up.

¢ Instead of calculating the voltage sensitivities and catige values for all the
tiles, we can define aactive sensitivity windowround the most critical node so
that there are enough pads within the window, and then makedhsitivity and
congestion calculations for only the tiles inside that vawd Typically, when the
pads are distributed over the entire chip, as in a flip-chigkpge, the sensitivity

window would be the tile containing the worst node and itghboring tiles.

e By adding a few wires in only one of the tiles, we need to corapghié Cholesky
factors of theZ matrix for only the changed tile. The factors of other undeh

tiles are reused.

¢ In any analysis step after the initial one, we do not necégseve to solve all the
tiles to determine the most critical node. After solving fioe tilej, that had the
worst drop, all the tiles having greater minimum voltagethmprevious iteration

than the minimum of voltage of tilgin the current iteration, need not be solved.

2.6.7 Extension to Multiple Metal Layers

The proposed optimization technique can be easily extetadddsign a power grid for
chips having multiple layers of metal. Typically, the uppegtal layers use wider wire
widths than the lower layers. Also, adding wires in uppeetaywould yield greater
reduction in the IR drop, since the upper layer wires affieetvoltages at larger number

of sinks. The chip area can be divided into rectangular tilesach of the layers. In
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any iteration, to determine the layer and the tile for wirdiidns that would result in

the greatest IR drop reduction, with minimum wire area insgg we require the voltage

5in
15 AT;

sensitivity, i.e. for a few tiles in each layer. The penalty for congestion agation

can also be set appropriately for different layers. Sineettp metal layers are not
much used for the signal net routing, they can be assignesksarleongestion penalty
term. Hence, the power grid is designed by iteratively aglavires in the tile and layer

combination which yields the least cost.

2.6.8 Experimental Results

The proposed optimization scheme was implemented in C usiagarse matrix li-
brary [mes], and results on several power networks weredéstDue to the unavail-
ability of benchmark circuits for power networks, the citswere randomly generated
but with real circuit parameter values. The circuit paranetlues, sheet resistivity
(ps), wire width (W), current densitys(), minimum wire pitchesiin P,) and nin P,),
and the ranges of worst case current sources were taken $#01] and [Con00] for
power delivery to a 2cmm2cm chip in 130nm technology withi, , = 1.2V. The voltage
constraints for the power grids, i.&/,.. was 1.08V, i.e., 90% of, . Also, due to the
unavailability of large block level benchmark circuits, w@uld not use the probabilis-
tic technique to estimate congestion values for differegians of the chip. Instead,
we randomly generated congestion numbers to model thalihitrizontal and vertical
usages of the bins due to the assumed signal net routing. drigestion values were
generated such that the signal nets consumed between 3080%ndf the bin capaci-
ties. The bin size was assumed todoem x 20um. The experiments were performed

on Pentium-4 processor Linux machines, each with a clockdspé2.4 GHz.

3The design of ground networks is fundamentally the sameaisofta power net-
work. The only difference in the design of ground networkii&t the currents flow into
the nodes of the ground network and all nodes are required teds than a specified
voltage.
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Scale: 1 wire in figure = 10 grid wires Scale: 1 wire in figure = 10 grid wires

(@) Optimized non-uniform power  (b) Optimized non-uniform power grid

grid for a wire-bond package for a flip-chip package

Figure 2.8: The wire density pattern of power grids consedidy the proposed op-
timization for a 2cnx2cm chip divided into 100 tiles, superimposed over the curre

density patterns. The regions with darker shades have hagineent densities.

Figure 2.8 illustrates the non-uniform grids obtained atehd of the optimization
heuristic for a 2cnx2cm chip divided into 100 tiles. Figure 2.8(a) refers to thasec
when theV,» pads are distributed at the periphery of the chip, as for e-sond pack-
age. Figure 2.8(b) shows the grid obtained when the padsistrébdted throughout
the chip, as for a flip-chip package. The grids are superiegbos the current density
patterns, where darker colors represent higher currersityeregions. The light dashed
lines represent the skeleton grid and the dark solid linpgesent the actual grid. Ac-
cording to the scale chosen, one solid line is a substitutiefowires in the actual grids.
The highest current density regions, represented by thesiashade in the figure, has
a range of currents of about five to six times greater thandahge of currents in the

lowest current density regions, represented by the ligistesde in the figure. As seen
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from the figure, it is not always true that the densest gridslditie in tiles with the
highest current densities. The requirement to maintaificgetfit voltage levels, in re-
gions which draw high currents, can be met with fewer wiresyjgled there are enough
pad connections to the P/G wires in that region. Hence, fastach as the pad locations
also affect the density of the power grids in a given region.

Two sets of experiments were conducted that intended to ammpur approach
with:

1. The wire area utilized by a uniformly structured grid ammhstant wire width

throughout the chip. Table 2.4 refers to this comparison.

2. The wire area utilized by a uniform grid for which wires aieed differently in
different regions of the chip. Table 2.5 refers to this corigma. The number
of wires for the uniform grids of Table 2.5 is less than thathe uniform grids
of Table 2.4, but the wire widths are more for wires in somehef high current

density tiles of the uniform grids of Table 2.5.

# of # of Wire Area Wire Area
ini . % Reducti CPU Ti
Vinity | Vopt, Ports Wires Regular Proposed o reduction ime

Ckt | #of Tiles ) . 2 . 2 S .

V) V) Per Tile | Perlter | Grid (cm=) | Design ¢m=) | in Wire Area (mins)
1 80 0.852 | 1.081 52 5 0.0962 0.0739 23.12% 86.2
2 100 0.847 1.083 44 5 0.0840 0.0699 16.82% 67.4
3 144 0.852 1.087 36 6 0.0922 0.0764 17.14% 55.6
4 160 0.858 1.083 32 7 0.0984 0.0861 12.46% 48.3

Table 2.4: A comparison of the wire area used by the locatiyla, globally irregular
power grids, designed using the proposed method, and tte gmploying a globally

regular structure, and a constant wire size.

For the power grids of Table 2.4 and Table 2.5, the, pads were distributed
throughout the chip. The weights in the cost function of éiqua(2.37), were set to
a = 1andg = 0, so that this power grid design for the comparison did nosater the
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congestion problem. As listed in Table 2.4, the number ettihto which the chip was
divided for optimization are given in the second column. el column {/;,,;;,) refers
to the voltage of the most critical node before the optimaratwhen starting from an
initial grid with equal number of wires in all tiles. Columwodr (V,,, ) indicates the
voltage at the end of the optimization process. This voliagaeeasured using an ex-
act simulation of the power grid circuit, i.e., without thegpaoximation of reducing the
number of ports and sparsificationgfmatrix. The optimization is run for about two to
five additional iterations even after meeting the voltaggdonstraint, so that the errors
introduced by the port approximations and sparsificationbEaaccounted for by a little
over-design. Also, if the grid meets the IR drop constramisthe EM constraints are
not yet satisfied, the optimization is continued by iterlivadding wires in the tiles
where EM constraints are violated, until all wires have aentrdensity less than the
specified current density. The number of ports retained &ohdile after the process
of Port Approximationis shown in the fifth column. Column six shows the number of
wires that were added in every iteration in the tile having lgast cost for wire addi-
tion. The seventh column shows the amount of wiring areavwoatld be utilized by a
P/G network topology having a constant pitch of wires thitoug the chip and constant
wire width. By enumeration, a minimum number of wires thaisfg the voltage drop
constraint, was chosen to construct this regular grid. Tigktle column (Wire Area
Proposed Design) shows the amount of wire area used by theged design at the end
of the optimization. The wire widths used by the proposedhoigation is the same as
the one used for the regular grid for a fair comparison. As $eem the table, there is
a saving of about 12% to 23% in wire area by the proposed opditioin scheme over
the topology having a regular grid and constant sizing waiima number of wires in all
tiles.

Table 2.5 shows the comparison of wire area of the propoggd®eiwvork structure
with a design that employs wire width sizing, starting fromiwitial uniform grid with

same number of wires in all tiles and uniform wire widths. Hbeld be emphasized
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Wire Area Wire Area % Reduction
#of | #of Sized Sizing | Proposed Design in Wire
Cht Tiles Tiles (em?) (cm?) Area
1 80 32 0.0843 0.0739 14.07%
2 100 38 0.0883 0.0699 20.84%
3 144 48 0.0894 0.0764 14.54%
4 160 62 0.1096 0.0861 21.44%

Table 2.5: A comparison of the wire area used by the locatiyla, globally irregular
power grids, designed using the proposed method, and ttie gmploying a globally

regular structure, with irregular wire sizing.

that the number of wires in the tiles for the regular grid obl€a2.5 is less than that
(about 0.6-0.%) of the regular grid design that is listed in column seven albl& 2.4
and the minimum wire width of the regular grid design of Tablg is the same as that
of the proposed design. The third column in Table 2.5 refethié number of tiles in
which the wire widths were incrementally sized. The tilegwiigh current densities are
identified and the wire widths in those tiles are increméytated until the voltage drop
constraints are met. We compare the sizing solution agthesiour optimized power
networks of Table 2.4. The fourth column (Wiring Area SiJitigts the wire area used
of various chips by the wire sizing solution. The fifth colurf\ivire Area Proposed
Design) lists the wire area used by the proposed optimizalibe last column indicates
the percentage change in the wire area. There is a redudtibs% to 21% in wire
area by the proposed optimization scheme over the designtiaétwire width sizing
technique.

To verify that the proposed design technique of producirglly regular and glob-

ally non-regular power grids is congestion-aware, we parfanother series of exper-
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v =0.25 ¥ =05 v =0.75

# of a=1,68=0 a=1,06=1 a=1,06=1 a=1,6=1
. Area Congestion Area Congestion Area Congestion Area Congestion
Ckt | Tiles
(em?) (em?) (em?) (em?)
Avg Max Avg Max Avg Max Avg Max

1 120 | 0.753 | 0.615| 2.039 | 0.788 | 0.565 | 1.312 | 0.795 | 0.545 | 1.395| 0.784 | 0.512 | 1.476
2 150 | 0.712 | 0.593 | 1.895| 0.734 | 0.572 | 1.214 | 0.742 | 0.561 | 1.314 | 0.734 | 0.534 | 1.371
3 180 | 0.789 | 0.658 | 1.952 | 0.809 | 0.591 | 1.118 | 0.816 | 0.572 | 1.232 | 0.812 | 0.567 | 1.291

Table 2.6: A comparison of non-congestion-aware and cdiogeaware, piecewise-

uniform power grid design.

iments. As shown in Table 2.6, we design the piecewise-tmifeower grid proposed
in this thesis, both with and without the congestion pentdtyn in the cost function.
According to the cost function equation (2.37), the valuethe table corresponding to
the parametersy = 1 andg = 0, refer to the design of the proposed locally regular
and globally regular supply grid with no penalty for congast The values in Table 2.6
corresponding to the parametetis= 1 andj = 1, refer to the congestion-aware design
of the piecewise-uniform supply grid. In this design, themalized weight parameters,
«a and 3, are used in the cost function to balance the objectives) é@ucing the IR
drop with minimum increase in area and (ii) minimizing cosiyen aggravation. As
given by equation (2.36), the value of the parametés varied to relatively penalize
the maximum and the average congestion of all bins. The wailue < 0.5 penal-
izes the maximum congestion more than average congest®sedn in Table 2.6, the
congestion-aware design achieves substantial reductitve imaximum and the average
congestion values over a design with no congestion pertdttyever, the congestion-
aware design utilizes more wiring area than the non-corggesivare design. This is
due to the fact that in a congestion aware design , in evatios, the wires are placed
in suboptimal locations from the point of view of IR drop retion. Hence, more wires

are needed to meet the IR drop constraint. The tradeoff legtwengestion reduction
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and wire area increase can be explored by changing theveslagights,« and 3, to
penalize one objective more than the other in the cost fandf equation (2.37).

The runtime of the proposed design of the power grid is a fanaif the number of
wires added in each iteration step and the number of portathaemoved to make the
macromodels. To better understand the runtime, accuratp@a-reduction tradeoffs,
we perform a series of experiments in which we construct @ gsing the proposed
optimization scheme for power delivery to 2e®cm chip divided into 100 tiles. The
runtime, accuracy and wire area reduction tradeoff is explby varying the number of

ports kept for the tiles and the number of wires added peatitan.

Average Error|
Design| # of | # Wires per| % Reduction in| in Optimal | CPU time
Ports| Iteration Wire Area Design (mins)
1 44 5 19.41% 2.14% 63.4
2 44 6 16.23% 2.32% 60.6
3 44 7 13.34% 2.64% 58.9
4 40 5 19.09% 3.67% 56.2
5 40 6 16.50% 3.95% 54.5
6 40 7 14.41% 4.23% 53.4
7 36 5 19.52% 5.81% 41.6
8 36 6 17.12% 6.04% 40.4
9 36 7 13.21% 6.23% 39.2
10 28 5 18.98% 9.02% 19.7
11 28 6 16.47% 9.55% 18.6
12 28 7 13.59% 10.17% 171

Table 2.7: Various tradeoffs involving number of ports keptmber of wires added in

each iteration, reduction in wire area, runtime, and aaguirapower grid design.

52



As shown by Table 2.7, on the one hand, the runtime significaatiuces by re-
moving more ports while forming the macromodels, but on ttheohand, the errors in
measurement of voltages increase. If we add more wiresgratitin for the same num-
ber of kept ports, the runtime slightly improves but at thetadf accuracy and savings
in the wire area. By adding more wires per iteration, we acegiasing the amount of
over-design and hence reducing the improvement in areatiedwver other topolo-
gies. Thus according to the level of accuracy and the ordarrdaime required, we can

choose the appropriate parameters to guide the optimizatio

2.7 Solution Technique 2: A Partition-based Approach
using Locality

To improve the slow runtimes of our power grid design techaeiglescribed in Section
2.6, we present in this section of the thesis a highly efficaternative algorithm for
supply network design.

This work proposes an algorithm, which employs a succegsiioning and grid
refinement scheme, for designing the power distributiowask of a chip. In our iter-
ative procedure, the chip area is recursively bipartitthraand the wire pitches and the
wire widths of the power grid in the partitions are repeatexdijusted to meet the volt-
age drop and current density specifications. By using theonaadels of the power grid
constructed in the previous levels of partitioning, theesnb ensures that a small global
power grid system is simulated in each iteration. The iddaa&ed on the notion that
due to the locality properties of the power grid, the effaftdistant nodes and sources
can be modeled more coarsely than nearby elements, andi@scpractical methods
that enhance the convergence of the iterative conjugaigieyt based solution engine
that is used in each step. Finally, a post-processing stitye @&nd of the optimization is

employed to maximize the alignment of wires in adjacentipaints.
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Schemes for automated power distribution network designbeadivided into the
following two categories, based on tradeoffs between tleiracy of the embedded

power grid simulator and the level of sophistication of tipémizer:

(A) Heuristic iterative optimization methods, employing ampléit and exact circuit
analysis step in the main optimization loop to determinestr@mt violations in

the power grid [SS05], [SGSO00].

(B) Mathematical optimization schemes, formulating the peabls a nonlinear pro-
gram by approximating the circuit equations, and solveti #ie aid of nonlinear
optimization techniques [TSL03, WH®1, WC02, WMS05, MK92].

The desirable characteristic of the supply network desigthods based on scheme (A)
is the guaranteed accuracy of the final solution, ensurethéyptocess of performing
an explicit circuit simulation step in each iteration, taetz and fix the IR drop and EM
violations. However, these methods typically have largeinies as each simulation of
a power network, comprising hundreds of thousands of étattnodes, is extremely
time consuming. The methods built on scheme (B), solve thplgunet design problem
by formulating it as an optimization problem of minimizinghanlinear function sub-
ject to nonlinear constraints. In this scheme, typicatig tircuit analysis is implicitly
carried out by explicitly or implicitly listing the circuitonstraints, i.e., the Kirchoff’'s
current and voltage laws and the device equations, as a pptne @onstraints set. In
the original form, the solution to such a nonlinear problemrfulation is known to be
computationally intensive which makes it prohibitive faoplems involving millions
of design variables. Hence, to achieve efficiency these adsttypically either employ
some constraint relaxations to transform a general namlinptimization problem to
special forms of nonlinear programs such as the convex anogwhich can be effi-
ciently solved, or introduce some approximations to redhegroblem size. Although,

these methods provide a solution that is more efficient thase from scheme (A), the

54



final solution is inherently subject to inaccuracies duéntorelaxations and approxima-
tions introduced in the original nonlinear problem forntida.

In this work, we propose a novel and fast, yet accurate, glgotto design the power
distribution network in the form of a non-uniform power gritlVe use a hierarchical
design approach, based on successive partitioning of iheacha, to design the supply

network.

2.7.1 Locality in the Structure of Power Grid

Our procedure achieves efficiency by using the notiotooélity, similar to that pro-
posed in [Chi04]# This concept is based on the observation that nearby elerhane
the greatest influence on the voltage at any node. Therefdridge constructing the
power grid locally in a specific region of the chip, it suffidesuse fine-grained and ac-
curate models only in or near the that region. The regionsipfthat argar awayfrom
the specific region are not likely to affect the local gridigesn the specific region, and
can be abstracted away using coarse models.

This concept of locality is illustrated in Figure 2.9, whexeviolating grid region,
i.e., a region that violates the constraints, is shown bystieled rectangle. Generally
speaking, these violations can be fixed by adding more poviegmgres locally in and
around the violating region. Due to locality, as we make ¢hesal changes, it is rea-
sonable for the details of parts of power grid in the regi@safvay from the violating
region to be abstracted away, as shown in Figure 2.9(b). $hefithese abstractions,
or macromodelsfor parts of the power grid circuit has two main advantagésstly,
they improve the speed of the analysis, since they reducsizkeof the system to be
solved. Secondly, by focusing the grid design effort on tbtails of the local region

only, the search space for choosing the optimal design peteas) e.g., the wire pitches

“Recently, the implications of property of locality for arisient power grid simula-
tion was presented in [PCO06]. Since our work deals with acstaita DC simulation of
power grid, we do not incorporate these transient effectaiimwork.
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Figure 2.9: The concept of locality in power grid design.Aaetailed power grid with
a violating region shown with the shaded rectangle. (b) iDetéregions of power grid

far from the violating region abstracted away and the viotet fixed locally.

and the wire widths, is significantly reduced.

The idea of working with detailed local models and abstoagtiof far away regions
is especially useful in the case of flip-chip packages whesg@bwer pads are distributed
throughout the chip area by using C4 bumps. For a flip-chijggge, most violations of
power grid in a specific regions can be fixed by locally moai§ythe power grid just in
and around the violating regions. Due to the availabilitadufficient number of pads
around the violating region, the power grid wires in the lagegion contain the path of
least resistance for the current to flow from the neargst pads to the violating nodes.
The same idea may not be true of chips with wire-bond packagese the power pads
are on the periphery of the chip, and the strategy of localifitation of the grid may
not work because of the concentration of power pads on thepdriphery. However,
the hierarchical design method mitigates the effect of wieaklity in grid design, as
may be the case for wire-bond chips. By the process of sugedsipartitioning, the

hierarchical grid design procedure ensures the presenkmvefesistivity conduction
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paths in various regions of the chip. Due to the availabdityhese high-conductance
paths, it is reasonable to expect that a violating regiomefgower grid, which may or
may not exhibit a strong locality property, would be apprajaly fixed by employing a

top-down hierarchical partitioning scheme.

2.7.2 Outline of the Power Grid Design Procedure

Based on the hierarchical design approach and the notiarcefity in power grid de-
sign, we propose an efficient and accurate grid design puweedThe method em-
ploys an iterative scheme of recursively partitioning th@oarea and constructing the
power grid locally in the partitions by adjusting the wirgghies and the widths. The
power grids constructed by our design procedure have ayaegular, globally irreg-
ular structure, as described in Section 2.3. The grids wighpartition are constructed
to be uniform, i.e., they have the same wire width and wirelpibut power grid wires
in different partitions may have different widths and p#shas determined by the cur-
rent density requirements of the underlying functionatckk Such a locally uniform,
globally non-uniform power grid structure has the deseghioperties of efficient wire
area utilization, ease of power grid circuit modeling andgirozation. The outline of

our method is as follows:

e We present a heuristic algorithm to design a supply gridriests the IR drop and
the EM constraints. The optimization is carried out underdo@ditions using an
iterative refinement scheme. In our implementation, thequayvid is designed
for the top two metal layers of the chip, but the same proadan be easily

extended to design a power network spanning multiple layensetal.

e \We commence by dividing the chip area into two partitionse pbwer grid in the
two partitions is then constructed by placing thick or velgewvires at an initial
pitch. The pitches in the two partitions are then repeatestiyced until the initial

grid meets the constraints.
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e In each of the subsequent iterations, a previous partisdarther divided into
two smaller partitions and a refined power grid is reconsgdiocally in these
smaller partitions. The grid refinement process compri$eecreasing the wire
width by a factor of the width in the previous partitioningéd, and then iteratively
decreasing the wire pitches. The solution of the grid desigin the previous

iterations is used to guide the design of the power grid irctiveent iteration.

e We use a previously proposed macromodeling technique {ABS described in
Section 2.5, to construct abstractions of partition of tbevgr grid. Employing
a hierarchical circuit analysis method in each iteratiandétermine the nodes
and branches which violate the reliability constraintssugas the accuracy of
grid design. Since, in each iteration we construct the nmorels of only two
partitions, and reuse the macromodels formed in previ@uatibns, the analysis

step is very fast.

e We further speed up the circuit analysis step. In order toigedhe simulation
time for the global matrix system, we use a preconditionetgugmate gradient
based iterative linear solver, with an initial guess veetbose components are
derived from the power grid solution of the previous itesati Thus, reusing
the grid solution of the previous iteration to drive the gdielsign in the current

iteration aids in making the procedure faster.

e At the end of the optimization, a post-processing step isl tsemaximize the

alignment of wires in adjacent partitions.

In the following sections we explain the power grid desighesne based on the recur-

sive bipartitioning and grid refinement idea. We employ tirisl design procedure to

construct power grids for the top two metal layers. The esitamof the grid design

procedure for power grids spanning multiple metal layemdascribed in Section 2.7.7.
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2.7.3 Grid Refinement

A power grid covering the entire chip area comprises thodsafwires, and its equiv-
alent circuit, as shown in Figure 2.2, contains millions k#cérical nodes, making it
prohibitive to simulate. To achieve efficiency in the citcanalysis step, it thus be-
comes essential to work with a coarse initial power grid @spntation, which yields a
power grid circuit of manageable size, and then iterativefine the coarse model. In
our power grid design procedure, we construct the coarskebgrusing unrealistically
thick power grid wires initially, and then subsequently noye the coarse grid model
by agrid refinemenbperation, in which a power grid containing a smaller nundfer
thick wires is replaced by a grid comprising of a larger nundfeghinner wires. In our
power grid circuit model, we assume the via resistances prdgeortional to the overlap
area of horizontal and vertical wires. Hence, for thickenesiwe have a few vias having
higher resistances. Replacement of smaller number ofeghigkes with larger number
of thinner wires, results in more number of vias, but with éswesistances.

The advantage of using a grid with thick wires is that it gsesgduces the system
size, as there are fewer electrical nodes in the equivalenticmodel of Figure 2.2.
Moreover, since we employ a hierarchical approach for payver design, the coarse
grid representation is adequate for the abstractions &f papower grid circuit. How-
ever, such a grid may result in over-utilization of the chiping resources. Hence in
our optimization procedure, we begin with a grid with veryckhpower grid wires to
gain speed up in the circuit analysis step, and then substgperform grid refinement
in later iterations to achieve savings in the wire area.

The effective resistance of a given region of a power griduirdepends on both the
number of wires in the region, and the resistances of theinhgal wires. Having more
wires reduces the effective resistance of the grid by irstnggthe number of paths that
current can take from &pp pad to any node. Assuming a constant wire width for the

given region, as required for a locally regular structuréhef power grid in our work,
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the number of wires is determined by the wire pitch of theargiOn the other hand,

the resistance of the individual wires depend on the widthlewires.

Figure 2.10: A power grid with thick wires and large pitch mefil to a grid with thinner

wires and smaller pitch.

Figure 2.10 depicts the grid refinement operation. As seeharfigure, by a grid
refinement operation, a coarse grid with thick wires and gelgitch, is converted to a
grid of thinner wires and smaller pitch. It is reasonablexpezt that the impact of an
increase in the resistances of the individual wire segndrite refined power grid, due
to reducing the wire widths of the coarse grid, would be affsehaving more wires
in the refined grid. Moreover, since the magnitude of cug@atried by more thinner
wires of the refined grid reduces, the wires in the new and ttiegod are expected
to have similar current densities. This observation thatffective resistance of a
power grid circuit depends both on the wire width, and theevgitch, forms the basis
of employing grid refinement in our optimization procedure.

The grid refinement idea is similar to the multigrid based hnodtof coarsening
the power grid system [WMSO05]. However, the method in [WMBEals with a fixed
topology of the supply network and optimizes the parameteagre-constructed power
grid. As will be explained in the following sections, in ouethod, the optimization pro-
cedure decides the topology of the power grid by repeatet]lysting the wire pitches

and wire widths, while maintaining the locally regular, lgédly irregular structure of
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the supply network.

2.7.4 Power Grid Design by Recursive Bipartitioning

First Level of Second Level of Second Level of k Level of
Partitioning Partitioning Partitioning Partitioning
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Figure 2.11: The recursive bipartitioning process to desig power grid. Each parti-
tion cut is equivalent to adding two elements in the binaaytition_tree The height of
the tree represents the level of partitioning. The two stadements refer to the two

partitions where the new power grid is designed in the ctiiteration.

We apply thedivide and conqueapproach to our power grid design procedure by
successively dividing the chip area into smaller regionsastitions and iteratively con-
structing power grids in the smaller partitions, using tb&an of locality, introduced in
Section 2.7.1. The recursive bipartitioning idea empldysdtrategy of solving a small
local power grid design problem in each step, and involvessiection of optimal
pitches for two partitions, such that (i) the new grids canded in the two partitions
each meet all of their specifications, and (ii) the previgesinstructed grids in the other
partitions maintain their correctness in terms of meetmeyR drop and EM constraints.

Figure 2.11 illustrates the recursive bipartitioning @me& As shown in the figure,

the process of partitioning the chip area to iterativelystorct the power grid is equiv-
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alent to growing arlmost completdinary treé referred to as thpartition tree Parti-
tions that have already been processed are representeslramtshaded tree elements,
and the two partitions being processed in the current imrateferred to as thactive
partitions are shown as the shaded tree elements. Each element intitiep&ree con-
tains information about the wire widths and the pitches efgbwer grid constructed in
the corresponding partition. The height of the partitiaetdetermines the current level
of partitioning. A new partition is constructed by makingextical (horizontal) cut, by
introducing a vertical (horizontapartition wire halfway across the parent partition as
a part of the power grid. Consecutive levels of partitionatigrnate the cut directions
between vertical cuts and horizontal cuts. The processahgdwo children to a parent
node in the tree is equivalent to the grid refinement oparatescribed in Section 2.7.3.
In other words, when two child nodes are added to a parentindtie tree, the coarse
power grid in the partition corresponding to the parent nedeplaced by finer grids of
the child nodes.

In the following sections we explain the idea of recursivedbiitioning for power

grid design in detail.

First Level of Partitioning

As seen in Figure 2.11(b), the first level of partitioningggizvalent to adding two child
nodes to the root of the partition tree. In this step, we begih the full chip area and
divide it into two parts by adding a vertical power grid p&oim wire across the chip
going through its middle. We define this awertical cutacross thdirst partitioning
level referred to asPart;.

Figure 2.12 depicts the division of the chip into two paotits. Next, we select an

initial wire width and pitch for the partitions such that terst case voltage drop meets

SAs the smaller partitions are produced by the splitting tirger partition in se-
guence from left to right, the resulting partition tree haddren added from left to
right, which makes the tree an almost complete binary tree.
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Partition 1 Partition Wire  Partition 2

Figure 2.12: First level of partitioning: A chip divided mtwo partitions and the power

grid constructed in the two partitions.

its specifications. These choices are made by constructirigigal grid in the two
partitions, and then iteratively decreasing the pitchgsowfer grid in the two partitions
until there are no IR drop and EM violations. This choice aftihg point for the initial
wire widths and the pitches is determined empirically, asdzhon designer input, so
that we begin not too far away from the final solution pointhia search space.

The circuit analysis step, which detects constraint viotet in the power grid, is
performed using the macromodeling approached discusseekition 2.5, coupled with
a preconditioned conjugate gradient based iterative sbdvepeed up the power grid
circuit simulation. Using the macromodeling idea, all n@dethe two partitions, except
the port nodes, are abstracted away. The port nodes lie gpattidon wire through
which the two partitions connect to each other. Figure 2d@ats this situation, where
the left and the right partitions are abstracted as macretsabnnected to each other
through the port nodes located on the partition wire. As sedhe figure, the power
grid constructed in the two partitions is reduced to a systéto macromodels that

connect to each other through the port nodes. Using thexrelgebra described in
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Figure 2.13: Power grid constructed in the two partitionsngded to a system of macro-
models. The macromodels connect with each other througpdttenodes on the parti-

tion wire.

Section 2.5, we construct the macromodels given by the peteas{ A, S) for the two
partitions. Following the hierarchical circuit analysppaoach explained in Section 2.5,
the macromodel parameters are stamped in the global systexn= b, as given by
MNA Equation (2.7).

The global system is solved, and subsequently, the nodagesdtwithin the two
partitions are determined to check for any IR drop and EMatiohs. We improve the
runtime of our procedure by solving the global system giweiQuation (2.7) using an
iterative solver: specifically, a conjugate gradient mdtwith diagonal preconditioning.
As will be explained in the following sections, we can reuse $olution of the power
grid designed in the previous iteration to speed up the nuiteration of the grid design
procedure by employing an iterative linear solver to saheeglobal matrix of Equation
(2.7).

In case a partition does not meet the voltage drop and cuttestdity specifications,
the wire pitch of the partition is reduced by a factér, and the process of creating
the macromodels and solving the power grid system usingéhative linear solver is

repeated. As an implementation detalil, it is worth empliagithat at this first level
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of partitioning, we use unrealistically thick wires, e.gires having widths between
80 and 150um, and these will later (after further partitioning) be g@d by thinner
wires through the grid refinement operation. The vias, coting the top two metal
layers, are assumed to have resistances proportional twvdreap wire area between
the horizontal and vertical layers. Thus, during the griineament process the via
resistances and number of vias are appropriately adjuiad.to using thicker wires
initially, the system size of each partition is fairly smadlg., 1000 to 3000 nodes. As
a consequence, the iterative process of constructing nernomadel parametersi( S)
after decreasing the wire pitch and simulating the grid aggdly is extremely fast. At
the end of this step, we obtain a coarse power grid constiuictihe two partitions that

span the entire chip area.

Second Level of Partitioning

Recall thatPart;, the previous level of partitioning, used a vertical wiratthlivided
the chip area in the left and right halves. We use the powdrggmstructed at the first
partitioning level to guide the grid design at the next leveferred to asPart,. The
second level of partitioning has two steps, as depictedgar€i2.11(c) and (d), referred
to as Part,, and Part,,, respectively. First, the power grid constructed in the lef
partition is ripped up. Next, a horizontal cut is made in e partition by introducing

a horizontal power grid partition wire in the middle of thegion. As a result, the left
partition is further divided into top-left and bottom-lgfartitions, as shown in Figure
2.14. As seenin Figure 2.11(d}art,, begins by adding child nodes to the parent nodes
2 and 3 in the patrtitioriree, or equivalently, growing the almost complete binagg to
the next level. Leaving the previously constructed gridhmright partition intact, a finer
grid is designed in each of the two new patrtitions, i.e., teleft and the bottom-left
partitions.

The grid design procedure for these two partitions is sintathat employed in
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Figure 2.14: The second partitioning level in the power glasign procedure. The

coarse grids in the left and the right partitions are refimetthis level.

Part,, where grids were constructed in the left and the right panis. We begin the
grid construction in the top-left and bottom-left partit®by using the notion of grid
refinement to construct an initial grid whose wire width i@sén using a multiplicative
factor,v, < 1, on the wire width at the parent node, i.e., the wire widthduee the grid
in the left partition at the first level. In general we set, = v - wi_1, wherewy, is the
wire width for thek!” level of partitioning andy; is the multiplicative factor used when
refining from the(k — 1)** level of partitioning to thek*" level. The via resistances,
assumed proportional to the overlap area between the Imbaizand vertical wires, are
appropriately adjusted at each partitioning level. Thipriscisely the grid refinement
technique explained in Section 2.7.3 and shown in Figure, 2vith the difference that
we now also maintain a coarse macromodel for the right pamtitThe grid of the left
partition, which had thicker wires and a larger pitch, ig#fere replaced with the grids
in partitions top-left and bottom-left that each have tieinwires but a smaller pitch. The

macromodel paramete(sl, S) are calculated for the top-left and bottom-left partitions
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and they are stamped in the global system of Equation (dof)jgavith the macromodel
parameters of the right partition which were previously poted inPart;.

To solve the global matrix system of Equation (2.7), we useeagnditioned conju-
gate gradient iterative solver to speed up the solutionefitiear system of equations.
The simulation speed up is obtained by the observation the¢ she result of the grid
refinement operation is designed to offer a similar effectesistance, it is reasonable to
expect that the perturbation between the old system (e power grid design obtained
at the end of the first level of partitioning), and the new egs{i.e., the refined power
grid for the left partition at the second partitioning leyetould be small. Hence, we
can use the voltages of port nodes located on the verticalitat solved by the old
global system of Equation (2.7), as the components of thialigiuess vectoX " corre-
sponding to the same ports in the new system. The other caanpoaf the guess vector
XY, which correspond to the voltages of the newly introducer pades by addition of
a partition wire, are set to be equalltg,... Thus, each componenbf the initial guess
vector used for the conjugate gradient method, after inicody each new horizontal or

vertical partition wire is given by:

0 Viort,, © 1 € Port node of the old system
X0 = (2.40)
Vipee : | ¢ Port node of the old system

We find that reusing the solution of power grid design of thevjwus iteration for solv-
ing the new global matrix system improves the runtime of appdy net design pro-
cedure. The guess vector as formed by equation(2.40) mewddairly good starting
point for the conjugate gradient method, as a result it c@aseto the final solution in
only a few steps. To improve the conditioning of the probleve, use a diagonal or
a Jacobi preconditioner for the conjugate method. We prigyphuthe global system
of Equation (2.7) by a diagonal matrix, consisting of the reciprocals of the corre-
sponding diagonal entries of the global MNA matrix. Alternatively, we could have

chosen Cholesky preconditioning, which is known to haveebetonditioning proper-
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ties [Ber99]. However, as the step of solving the globaleaysis a part of the inner loop

in the grid design procedure, it is much cheaper to from aatiabpreconditioner as
compared to the more expensive operation of finding the Ghglfactors of the global
matrix M. After solving the global matrix system and determining puogt voltages
from the solution vectoX, using the hierarchical analysis technique, the IR drop and
EM violations are detected for the power grid in the top-taftl bottom-left partitions.
The violations are corrected by inserting more wires in tadifions, by reducing the
pitch by a factor,.

In addition to the voltage drop and the current density dpations, there is an
additional requirement that the grids of the top-left antidro-left partitions must meet.
It is essential that the process of ripping up the origina gf the left partition and
replacing it with the grids constructed in the top-left and bottom-left partitions does
not render the grid of the right partition ineffective inres of meeting the specifications.
To inspect whether the correctness of the grid in the rightitpen is maintained, we
could completely solve the right partition power grid agalowever, this would be
costly in terms of runtime, as we would need to check the gekeof all of the nodes
of the grid within the right partition, each time the pitcha&fsthe top-left or bottom-
left partitions are decreased. To avoid this high simufatiost, we make use of the
abstraction of the power grid of the right partition effgety. It is reasonable to expect
that a very small change in port voltages of right partitioowd result only in a small
change in the voltages of the internal nodes of the righitpart Thus, the voltages at
only the port nodes of the right partition grid are evaluafHtese voltages are compared
with the port voltages of the right partition power gird dbtd at the end oPart; and
a grid violation, referred to gareviousgrid_violated is flagged if the maximum change
in the port voltages is greater than a specified valdel X ;...

In the event of such a violation, the pitches of the top-latt Aottom-left are further
decreased, thereby increasing the number of wires in theipgud in order to main-

tain the correctness of the previously designed grid in idjiet partition. This process
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ensures that the port voltages of the previously corredt@gsign are not significantly
disturbed by the new power gird which replaces the previoigs g

The process of power grid designiturt,, is similar to that of grid design iRRart,, .
In this case, as shown in Figure 2.11(d), the active panstiare the top-right and the
bottom-right partitions. FoPart,,, the old power grid system becomes the one de-
signed inPart,,. The rest of the procedure of power grid design is essepntiadl same

and can be derived from the explanation for constructingotiveer grid inPart,, .

Grid Refinement by Recursive Bipartitioning

In the process of growing the partition tree of Figure 2.],Mdnen each time two child
nodes are added to a parent node in the partition tree, threezgaower grid in the
partition corresponding to the parent node is convertedhtr fjrids in the two active
partitions corresponding to the child nodes. As descrilpetthé previous section, the
wire widths of the child nodes are some factgf, < 1, of the widths of the parent
nodes. The via resistances, for connections between theohtal and vertical wires,
are also recomputed for the new partitions according to éve overlap area between
the horizontal and vertical layers.

The wire width is kept constant while designing the locablgor the two active
partitions, and the search is restricted to choosing thenaptwire pitches only. Al-
ternatively, we could have chosen to make the wire width algesign variable in the
process of grid construction for the two partitions. Howewhanging the wire width
repeatedly in the local grid design process would lead toifsogint changes in the el-
ements of the conductance matrix from which the macromodedmeterg A, S) are
derived. Thus, the solution of the global MNA equation (Za@dld differ considerably
from one inner loop iteration to the next. This could resuiliow convergence or many
inner loop iterations to find the best combination of wire thidland pitches that meet

the reliability constraints. Moreover, at the initial padaning levels we are building a
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coarse solution to capture the essential features of thiepgiaveer grid solution. Since
using reduced wire pitches and thicker wires are expectbdte similar effect on the
equivalent resistance of the grid, we choose a strategyiaofjftke wire width, and lim-
iting the search space to find the optimal set of wire pitctiass significantly reducing
the number of optimizable parameters and the computatedffoat.

With the growth of the partition tree, the number of partisan the current parti-
tioning level increases exponentially with the number oEls.As a result, the number
of port nodes and thus, the size of the global system of emu#&#.7), grows rapidly.
This adversely affects the runtime of the design procedsiia aach iteration, follow-
ing a pitch decrease in any one of the active partitions, fieisessary to construct the
global matrix M, whose dimensions are rapidly increasing which leads teease in
number of conjugate gradient steps to solve the global syst® overcome this prob-
lem, we employ th@ort approximatiortechnique suggested in Section 2.6.2, to reduce
the macromodel sizes. By this approach, some of the portsiodated on the partition
wires are collapsed. The port approximation scheme helgemtrolling the fast in-
crease of the global system of equation (2.7) at the costasbreable simulation errors.
However, the accuracy of the final solution is not compronhisiace the port approxi-
mation technique is switched off during the final few itevas of the design procedure.

The addition of two new child nodes in the partition tree catydake place if the

following are satisfied:

1. IR drop and EM constraints, for the new power grid beingstatted in the two
active partitions, are met. These violations are detecyatidhierarchical circuit

analysis step.

2. There were no previougrid_violated flags set, as described in Section 2.7.4.
These violations are detected by checking the port voltafedl of the neigh-
boring partitions of the two active partitions. If the maxim change, between

the new port voltages of the neighboring partitions and the ypoltages of the
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neighboring partitions before constructing the new gridhe active partitions,
exceeds a specified valug/AX,.., the previouggrid_violation flags are set to

true.

3. The wire pitches in the two active partitions are gredtantthe minimum wire

pitch, p,in.

In order to fix the violations 1 and 2, the pitch of one or both #ative partitions is de-
creased, depending on which of the two active partitionsoisithese violations. The
minimum pitch violation is an undesirable breakdown in oawpr grid design proce-
dure, and occurs when the grid refinement operation does owl¢, Wwe., the increase
in the wire resistance by replacing a power grid having thickires with a power grid
having thinner wires cannot be compensated by adding moeswn the replacement
grid.

These minimum pitch violations cannot be fixed locally by miyidg the grid in
the active partitions. In this case, we must traverse thgtipartree to the other tree
elements that neighbor the active partitions, and add maeswn these neighboring
partitions by reducing the wire pitches within them. Forrayxe, referring to Figure
2.11, if power grid being designed for partition 7 runs intmeimum pitch situation,
more wires are added iteratively to partitions 5 and 6 uhgld¢onstraints are met. Fix-
ing the minimum pitch violations thus adversely affects itinetime of the grid design
procedure. However, we found out empirically that if the tideduction factor at the
k' partitioning level,y, < 1, is chosen such that it is not too small, (empirical values
correspond toy, € [0.65, 1)), such breakdowns are very rare events.

We conclude the optimization procedure at the endl [@vels of partitioning. The
value ofk is determined by specifying the minimum size of the pantitiy the following

relation:
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) CHIP, CHIP,
k= 2-min <{log2 m—‘ , {log2 PARTl—D (2.41)

whereCHIP,, andC HIP, are the chip dimensions, afdART,, and PART, are the

specified dimensions of the minimum partition size.

2.7.5 Post Processing for Wire Alignment

|
|

@ (b) ©

Figure 2.15: The post-processing step to align the powerwiies in different parti-
tions. (a) Power grid wires in adjacent partitions are ngsedd. (b) A minimum pitch
virtual grid, shown with dashed lines is constructed overdhtire layout area. (c) The
power grid wires are moved to the nearest position on thealigrid. The wires in

adjacent partitions are better aligned now.

At the end ofk-levels of partitioning, we have designed a power grid inheafcthe
2% partitions of the chip, with potentially different wire pltes in each partition. As
a result, the wires in the adjacent partitions maybe offs#t vespect to each other,
as illustrated by the simple example in Figure 2.15(a), wrepower grid with four
partitions has misaligned wires in the adjacent partitiofftss misalignment may lead
to use of extra vias to maintain the electrical connectivityhe power grid wires in

different metal layers.
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To alleviate the misalignment, we introduce a post-praogsstep in our grid de-
sign procedure, illustrated through the example in Figui®2We use the idea of the
skeleton grid, described in Section 2.6.1, to align the svinethe adjacent partitions.

To rectify the misalignment in Figure 2.15(a), a skeletoidl,gwhich is a uniform
virtual grid, is superimposed over the entire layout area, whose pitchasen to be
the minimum pitch of wires in all of the partitions. The vialugrid is a uniform grid
with wires having a constant pitch throughout the chip aiachoosing the pitch of
the virtual grid as the minimum of wire pitches of all tepartitions, it is ensured that
the virtual grid would at least have the same number of wineany partition as the
real local power grid. The virtual grid is represented byhdaklines in Figure 2.15(b).
Next, the power grid wires in all partitions are moved to tleamest location on the
virtual grid. The virtual grid thus acts as a place holdertfa real power grid wires.
As seen in Figure 2.15(c), the wires in the adjacent pantitiare better aligned at the
end of the post-processing step. To ensure that the sma##mment of power grid wires
does not affect the correctness of the grid, we perform a tetepimulation using the
hierarchical analysis technique. Our experiments showatthe post-processing step
hardly ever introduced any violations in the power grid gitcin the rare cases where
this was not true, the violations were easily fixed by addirggerwires in the violating
partitions. The extra wires are also added in such a way tiegt @are placed on the

virtual grid, to remove any possibility of misalignment.

2.7.6 The Complete Algorithm

The pseudo-code of the main loop of the power grid designrigtgo is presented in
Algorithm 1. We use the binary tree data structure to modekticcessive partitioning
of the chip area. This is represented by thee array in Algorithm 1. Each element
of the tree array represents a node in the partitree of Figure 2.11, and contains the

information about the partition dimensions, and the wirdtlviand pitch of the power
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Algorithm 1 Power Grid Design

Power_Grid _Design(func.block currentspowerpadspos

ok

[*Initialize the root node of the partition tree*/

tree[1].wirewidth=W; ,, ;+;

tree[1].wirepitch=P; ,, ;+;

tree[1].width=chipwidth;

tree[1].length=chigength;

=2 k=[loga (4) |:

cutdir=0; /* cutdir = 0/1 for a ver/horz cut*/

/*Begin Outer While Loop*/

while (i < MAX_NUM_PARTITIONS)do

1 1 parentindex=i/2;

12 [childy, childs]=Divide(tree[parenindex],cutdir);
13: /* Decrease the widthy,, € (0, 1) */

14 child; .wire-width =, * tree[parentindex].wirewidth ;

ONOTRWN

=
e

15 . childg .wire_width =, * tree[parentindex].wirewidth;
1 6 . specmetflag this_partlevel = 0;

17: /*Begin Inner While Loop*/

1 8 . while (specmetflag this_partlevel ==0)do

19 childy wire_pitch= 3, * tree[i].wire_pitch; 8, € [0,1)

20 childy wire-pitch= 8y, * tree[il.wire_pitch; 8., € [0, 1)

21 [(A1,81), (Aa, Sa)]=make_pow.grid(child, childs);

22 [specomet_flagy, specomet_flags]=
solv.grid((A1,S1), (A2,S2))

23 if (spec.met._flagy AND spec.met_flags)then

24 . specmetflag this_partlevel =1;

25: end if

26: if (\spec.met.flagy)then

27: Blq =0k * Brq: 6k € (0, 1) *Decrease the pitch*/

28: end if

29: if (spec.met_flags)then

30: Bry =0k * Bryi 0k € (0, 1) *Decrease the pitch*/

31: end if

32: end while

33 /*End Inner While Loop*/

34: prev.grid_viol _flag=1;

35 while (prev.grid_viol flag ==1)do

36: [prev-grid-viol-flag]=chk_otherparts(childy , childs);
37: if (prev.grid_viol _flag == 0)then

38 Br, =6k * Bryi 0k € (0,1) *Decrease the pitch*/
39 Bro=0k * Bryi Ok € (0,1) *Decrease the pitch*/

40: end if

41 end while

42: /* Add two child nodes to the tree*/
43 treefi]=childy;

44: treefi+l]=childs;

45; =iy

46 cutdir=!cutdir;

47: end while

48 /*End Outer While Loop*/

49 . post.processingof_grid _to_align_wires();




grid constructed in the partition corresponding to the trede. In lines 2 to 8 of the
pseudo-code, the root node of the tree, which representsltlohip area, is initialized.
The outer while loop, extending from lines 10 to 47, perfothesrecursive bipartition-
ing and grid construction process. Inside the outer looparam partition is divided
into two child partitions in lines 11 to 15. THaivide subroutine, shown on line 12, im-
plements the task of dividing the chip area of the parenttgartinto two smaller sized
partitions. The first inner while loop, in lines 18 to 32, merhs the task of constructing
the local power grid in the two active partitions, subjeateiability constraints. Within
this loop, the steps of constructing the macromodel pararset, S) for the two active
partitions, as explained in Section 2.7.4, are containgtierroutinemake_pow_grid,
listed on line 21. The steps of solution of the global systgnpteconditioned conju-
gate gradient method, and the solution of the partitionshigyhtierarchical approach,
as described in Section 2.7.4, are performed by the rosthegrid, shown on line
22. In case the local grid, constructed in the two activeifiams, does not meet the
reliability constraints, the pitches of the partitions e#duced by a factay,, as shown
in lines 26 to 31. The second inner while loop, shown in linB2@41, ensures that
the grid constructed in the active partition does not rertderpreviously constructed
grids in other partitions ineffective, as explained in 88tR.7.4. This is ensured by the
routinechk_other_parts, shown on line 36, by checking the port voltages of neighbor-
ing partitions of the two active partitions. Lines 43 to 46)igh are a part of the outer
while loop, add the two child nodes to the parent node, aftatiafactory local grid has
been designed in the two active partitions. At the end of #sgh procedure, the post-
processing step, as described in Section 2.7.5 is employ@dptrove the alignment of
power grid wires in the adjacent partitions. This task isfquened by the subroutine
post_processingof_grid _to_align_wires.

In summary, the main features of the power grid design algorare:

1. The design procedure is based on a recursive bipartiggsgcheme. At each step
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a simple bipartitioning problem of figuring out the apprepe wire pitches of the

two active partitions is solved.

2. Using the concept of grid refinement, the power grid isatieely refined. The
abstraction of grid constructed in previous levels of piarting is used to guide

the power grid design in the active partitions.

3. Using the circuit analysis step to detect the IR drop andvighations in the inner
loop ensures the accuracy of the design scheme. The speeidthis method
over other power grid design schemes, relying on the exglicuit analysis, is

obtained by making the analysis step extremely fast. Thaslgeved by:

e Controlling the circuit size by using very thick wires in thmatial levels of
partitioning. The wire width is successively reduced inregartitioning

level.

¢ Using the macromodeling technique for abstraction of payviet in differ-

ent partitions and focusing on local analysis of the twovagpartitions.

e Solving the global matrix system by a preconditioned coafjaggradient
based iterative solver and using the starting guess veftioe ®oltages at the
port nodes, as determined by the solution of the power gstesy designed

in the previous iteration.

e Employing the port approximation technique during thenmediate parti-

tion levels.

4. A post-processing step at the end of the design procesleraployed to improve

the wire alignment in adjacent partitions.
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Figure 2.16: Extending the grid design procedure to mutipktal layers M1to M4.
The dashed lines between the top two and the bottom two lagpresent via connec-
tions between layers M2 and M3. (a) First level of partitraphas been completed for
the metal layers M3-M4. Grids in the left and right partitsdior the bottom two layers
are being designed. (b) The top-left and bottom-left parig for layers M3-M4 being
processed in the second level of partitioning for the top tmedal layers. (c) The top-
left and bottom-left partitions for layers M1-M2 being pessed in the second level of

partitioning for the bottom two metal layers.

2.7.7 Extension to Multiple Layers

In the previous sections, we have described the proposedrmmd design scheme to
construct power grids in the top two metal layers. The widdea to the grid, in each
iteration, are in the horizontal direction for the top laged in vertical direction for the
metal layer one beneath the top layer.

The same approach can be easily extended to design a podepgrning multiple

layers of metal. Figure 2.16 illustrates the procedure wgiea power grid for a chip
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having four metal layers, M1 to M4. The vertical dashed limethe figure represent
the via connections between layers M2 and M3. In the case tipteumetal layers, the
levels of partitioning are defined with respect to each photomsecutive metal layers.
The recursive bipartitioning moves from layers M3-M4 to M- and back to M3-
M4 for the next level of partitioning. For example, as a firsps the first level of
partitioning for the layers M3-M4 would involve construagi the power grid in the left
and right partitions for these two layers, with connectitma fixed uniform grid in the
bottom layers. As a good starting point, the initial pitchttod uniform grid in M1-M2
may be chosen in such a way that the initial voltage drop is\dbda be no more than
some constant times the specified drop. Then, as seen ireRiglé(a), the power grid
is refined in the left and right partitions of layers M1-M2. el'grid wires in the layers
M1-M2 have connections with the previously design powed gni the left and right
sections of layers M3-M4. The step of checking for previgusl_violated flags for the
active partitions, now defined with respect to a pair of mistgers, would now entail
evaluation of port voltages of the neighbors of the activeifpans in the other pair of
layers as well. For instance, while refining the power gridhie top-left and bottom-
left partitions of layers M3-M4, as shown in Figure 2.16(th)e port voltages would
be checked for the port nodes connecting to the right pamtiof layers M3-M4, and
also for the ports connecting to the left partition of lay®$-M2. As seen in Figure
2.16, the almost complete binary partition trees are defividdrespect to each pair of
metal layers. The wires in different layers can be of diffiesezes as typically, the wires
in top two metal layers are much wider than the ones in thermdiate metal layers.
Thus, the width reduction factot,is defined with respect to each pair of layerys, ,,
represents the width reduction factor for #f& partitioning level defined with respect
to the pair of metal layerd — [2. Other steps in the proposed design procedure remain

the same while designing a multi-layered power grid.
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2.7.8 Experimental Results

The proposed power grid design scheme was implemented innG assparse matrix
library [mes] for both computing the macromodels and soluto the global system by
preconditioned conjugate gradient method, and designveirakepower networks were
tested. Separate sparse matrices are used for each pagtitis and for the nodes con-
necting the two partitions, so that when the grid in a presipartitioning level is ripped
up the entire conductance matrix need not be recomputedinphéto our power grid
design procedure is a floorplan with functional block curestimates and the locations
and number of the power pads on the chip. The output is a ndarompower grid that
meets the IR drop, EM and minimum pitch constraints. We cduld only two real
benchmark floorplans [SSH3], [LHL04] for a microprocessor chip in which the func-
tional block currents could be determined. These are thepilaons of ALPHA 21364
microprocessor chip. The block currents of the functiorlatks in these floorplans
were estimated from the given power consumption estimdteaah functional block,
in 130nm technology, usingd,, of 1.2V. The functional block currert;, , of a block

k is computed ag;, = Power,/Vpp, wherePower,, is the total power consumption of
block k. Due to the paucity of real full chip level benchmark floorgawith functional
block current estimates, we randomly generated floorpladsaasigned realistic block
currents to various functional blocks in the floorplans. Bluek currents were assigned
by assuming the total power consumption of the chips to bedsst 40 to 80 Watts and
distributing the total power consumed randomly betweervér®us functional blocks.
For each of our experiments, we assume an availability oftd@DO power pads, dis-
tributed either throughout the chip, as in the case of a fiijp-package, or 200 to 300
pads located on the chip periphery, as in the case of a wind-package. The power
pads are assumed to be connected to the top metal layer wdmclvites running only
in the horizontal direction.

The circuit parameter values, sheet resistivity),( current density ) and mini-
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mum wire pitchesg,,.;,), were taken from [SIA01] and [Con00] for power delivery to
a 2cmx2cm chip in 130nm technology with,, = 1.2V. The voltage constraints for
the power grids, i.e.V;,.. was 1.08V, i.e., 90% o¥,p. The via specific resistances
are chosen to be.001Qu2. The experiments were performed on P-4 processor, Linux
machines with a speed of 2.4 GHz and 2GB RAM.

At the beginning of our optimization procedure, in the firstdl of partitioning,
Party, the initial wire widths and wire pitches for the two paxitis are chosen such
that the worst case voltage drop is about twice the specified, &.g., 20%-25% of
Vpp. This choice of starting point for the initial wire widthsdithe pitches selection
has been empirically determined so that we begin not toorfay drom the final solution
point in the search space. Choosing an initial pitch andmadsignment corresponding
to a much worse initial voltage drop, e.g., 50%1¢f,, would mean that the design
procedure has to spend much more time to reach the feasigitjton and find a point
that meets the reliability constraints. On the other hahdpsing a starting point which
is very near to the feasibility region, e.g., 10%-12%/f,, may lead to over utilization
of wiring resources as the design heuristic may not haveginiberations to explore the
search space, before it finds a feasible solution that haseawidlth and pitch assign-
ment which may be suboptimal in terms of wire area used. Wenas®qual pitches of
the wires in horizontal and vertical directions within atgaon, but, clearly this is not a
restriction in the proposed scheme.

We construct the power grid by the proposed scheme for a ssgbf benchmark
floorplans, both for a flip-chip (FC) and a wire-bond (WB) ca3able 2.8 shows the
results for these power grid constructions. For each exyeri for both the FC and
the WB case, corresponding to one row in Table 2.8, the Imptaver grid in the first
partitioning level comprises very thick wires in the rangé®@to 100um. In subsequent
partitioning levels, the width reduction factay, is assigned an appropriate empirically
tuned value in the intervd).65, 1) so that at the end df levels of partitioning, the final

value of wire width for the power grid id* partitions is between 2 to m. Moreover,
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it was empirically found that by keeping the valueygfin the above interval minimizes
the minimum pitch violations. We found that by choosing taése of~, in the interval
[0.65, 1), only about 5%-8% of iterations exhibit the minimum pitclolations, where
the grids designed in the previously processed partitians o be altered. The design
procedure is terminated at the end.of 8 levels of partitioning. The value dff AX,..

parameter, to flag the previagsid_violations, was chosen to be 15mV.

# of # of Wire Area Runtime
Cht Blocks Nodes (em?) (sec)
Flip-Chip | Wire-Bond | Flip-Chip | Wire-Bond | Flip-Chip | Wire-Bond

pg-1 17 1557628 | 1635925 0.0834 0.0876 355 598
pg-2 17 1186124 | 1216726 0.0792 0.0824 431 704
pg-3 65 1261633 | 1376425 0.0781 0.0816 565 784
pg-4 80 1051237 | 1208613 0.0732 0.0776 521 791
pg-5| 100 1217203 | 1343793 0.0756 0.0874 522 781
pg-6 | 124 1136898 | 1199516 0.0762 0.0824 625 817
pg-7| 140 1648223 | 1703717 0.0904 0.1084 416 625
pg-8| 162 1292815 | 1364712 0.0892 0.1032 433 618

Table 2.8: Results of power grids designed by the proposeeinse for both flip-chip

and wire-bond cases.

The first two rows in Table 2.8 represent the power grid corestd for the two real
benchmark floorplans of ALPHA 21364 chip. The other rows egpond to the power
grid designed for the randomly generated floorplans. Thergecolumn in the table
shows the number of blocks in the floorplan. The next two colsimdicate the number
of electrical nodes in the final optimized power grid circufor each circuit there are
more than a million electrical nodes in the final circuit. Tdpimization is terminated

when the worst voltage of all nodes in the final power gridwirces greater tharv,,..
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and all branches meet the current density specificatiortsea¢nd ofk = 8 levels of
partitioning and the post-processing step to align thesvifde worst voltage measured
by performing an accurate simulation, at the end of the degigcedure without the
port approximation technique, verifies the accuracy of thal olution. The wire area
consumed by the final power grid is listed in the fifth and thehscolumn, for a flip-
chip and a wire-bond case, respectively. The last two cotureport the runtime for
constructing the power grid by the proposed design proediihe runtimes of the
proposed power grid design procedure are in the range oft &oul 1 minutes for the
grids designed for the flip-chip case and about 10 to 14 m&fatethe wire-bond case.
The order of the runtimes obtained underscores the effigiehthe design algorithm,
considering the fact that for each of the test cases in TaBlel2e final power grid for
both the flip-chip and the wire-bond case, spanning theeealiip area in two layers of
metal, comprises more than a million electrical nodes.

As seenin Table 2.8, the proposed scheme performs bettiefdiip-chip case than
the wire-bond case, both in terms of utilizing lower wireaaeand in its faster runtimes.
This can be ascribed to the fact that the notion of localitpower grid design, which
is one of the motivating factors of the proposed algorithemiore pronounced in the
case of a flip-chip package, where there are sufficient nuoiy@ds near the violating
regions. For a wire-bond chip, the fact that the pads arobedchip periphery are
located far way from the violating regions that may be lodattthe center of the chip,
could make local grid correction step for fixing the violatsy a suboptimal choice.
Hence, the procedure has to expend a larger amount of cotgmatatime and wiring
resources to meet the reliability constraints for a wiredbohip.

In the next set of experiments, we compare our bipartitigrfoased power grid de-
sign scheme with the sensitivity based grid design heasésented in Section 2.6. We
construct power grids for four randomly generated benckrfi@orplans, using the two
grid design procedures. Table 2.9 lists the results of thispgarison between the two

methods. The columns undBrop Method 1llabel, refer to the grid design procedure
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Wire Area ¢m?) Runtime (sec)

% Saving in Slow

Proposed| Proposed| Proposed| Proposed| Wire Area | down of

Cht Method 1| Method 2| Method 1 | Method 2| for Method 1| Method 1
Ckt-A | 0.0745 | 0.07865 3516 604 5.6% 5.8x
Ckt-B | 0.0842 0.0874 2898 632 3.8% 4.6x
Ckt-C | 0.0912 0.0975 3219 592 6.9% 5.4x
Ckt-D | 0.0796 0.0816 3478 684 2.5% 5.2x

Table 2.9: A wire area and runtime comparison of the two psepgower grid design

methods.

proposed in Section 2.6. Similarly, the results for the selagrid design procedure, pre-
sented in Section 2.7, are listed under the columns lali&iepl Method 2 For both the
procedures, we assume a flip-chip scenario, with about 40046, pads distributed
throughout the chip area. For the first grid design methodtessellate the chip area
into 100 tiles, and after the port approximation step, ke@pdrts per tile. For the
bipartitioning-based grid design algorithm, we use 8 levels of partitioning. As seen
from the data in the table, the first method has about 3% to G¥%rbeire area utiliza-
tion than the second method. However, the second power gajil procedure has a
significant advantage over the first one, in terms of runtithis, on an average, about
5x faster than the first technique. Therefore, we concludelthgtaying a small wire
area penalty, we can use the bipartitioning-based powerdgsign scheme, as a much
more efficient alternative to the sensitivity-based gridige method of Section 2.6.

In another set of experiments, we compare the proposed pgneedesign algo-
rithm with a previous grid design scheme [WMS05]. We implaibed a simple version
of the multigrid-based power grid optimization scheme oM®05] in C++ to compare

the results of our proposed power grid design algorithm with method. Table 2.10
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Runtime Wire Area
# of Wires (sec) (em?) % Saving| % Saving
Ckt Multigrid Prop | Multigrid Prop | Multigrid | in Wire in Run
Scheme | Method | Scheme | Method | Scheme Area Time
Ckt-1 | 1000x 1000| 572 595 0.0733 | 0.0768 4.5% 3.8%
Ckt-2 | 1100x 1100| 584 663 0.0758 | 0.0810 6.4% 11.9%
Ckt-3 | 1150x 1150 | 585 690 0.0773 | 0.0852 9.2% 15.2%
Ckt-4 | 1200x 1200| 591 713 0.0781 | 0.0854 8.5% 17.1%
Ckt-5| 1250x 1250 | 627 741 0.0808 | 0.0870 7.1% 15.4%
Ckt-6 | 1300x 1300 | 692 781 0.0854 | 0.0946 9.7% 11.4%

Table 2.10: Results of power grids designed for flip-chigwits by the proposed

method and the multigrid-based scheme.

shows a comparison of the performance of the proposed paieedgsign algorithm
with the multigrid-based technique of [WMSO05]. The two sties are used to design
power grids for six randomly generated floorplans for a flygppccase. The floorplans
comprise 60 to 100 functional blocks with currents assiga@domly to each block so
that the total power consumption of the chip is between 4@t@/8tts. Some functional
blocks are assigned about 3 to 4 times more power than the loitheks so that there
are distinct high and low current density regions on the chitpe assignment of block
currents, to model the high and low current density regidoigows from the obser-
vation that most full-chip microprocessor floorplans halewds 30%-50% of chip area
dedicated to caches which consume much less power thanitefanctional blocks,
e.g., arithmetic and logic units [LHLO4]. In our implemetiten of the multigrid-based
method, only the wire widths are optimized by setting theghts corresponding to
the decoupling capacitor cost and the congestion term twineghe objective function

of [WMSO05]. A uniform power grid is constructed for the sixses using the multigrid-
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based design scheme, with an initial constant wire width.of for all wires. Next,
by enumeration, the numbers of wires in the uniform grid togy is determined so
that the initial voltage drop is about two times the specifiegp. This initial starting
point, in terms of the initial voltage drop, is the same asseimofor selecting the initial
pitches inPart; of our proposed design procedure. The second column inlke2a10
lists the number of horizontal and vertical wires used ferhiform grid construction.
Following a series of network reductions, about 8 to 14 leeélreduction for each cir-
cuit, the top level power grid is reduced to a much smallet ga that the problem size
is sufficiently small. The wire sizing solution for reduceekwork is then obtained by
solving a constrained nonlinear optimization problem byngs sequential quadratic
programming software [LZT]. The back-mapping to the oradinetwork is performed
by solving a series of linear programs as formulated in [WBISO

The fourth and the fifth columns in the table show a comparigfdhe runtimes of
the two schemes. For all of the six circuit examples, thd timtee taken by the multigrid-
based scheme to perform the network reduction, solve thienean optimization prob-
lem and solve a series of linear programs for back-mappiggegiater than the proposed
power grid design algorithm. On an average for the six exaropkes the proposed
method is about 12% faster than the multigrid-based desggmithm. Columns six and
seven show the wire area utilized for each of the examplaiitsrdy the two design
methodologies. The wire area utilized by the proposed beais about 5%-10% less
than the grid design method of [WMSO05]. In the multigrid-bdslesign method, each
column (row) of vertical (horizontal) wire is constrainem iave the same wire width
in order to reduce the number of design variables for efftgresolving the resulting
nonlinear program. Since the width of all of the wire segraenmt a column (row) of
the wire is determined by the highest current density blotikes power grid has to be
over-designed in the low current density regions of the .chie proposed design algo-
rithm is run fork = 10 levels of partitioning. By designing local power grids ircha

partition, it is ensured that the wiring resources arezddiin a judicious manner as per
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the current density requirements.

To measure the quality of the solution given by the proposteme, in terms of
the wire area utilized, we also implement an exact wire gischeme and compare our
results with the exact scheme. The power grids by the exd&ense are constructed
by formulating the IR drop and EM constraints as nonlinearst@ints in terms of the
wire widths as the optimization variable, and minimizing thire area objective func-
tion. A sequential quadratic programming software [LZTjis&d to solve the nonlinear
problem to determine the wire sizes of the variables. Theigdor implementing the
exact sizing scheme is very similar to that of implementing multigrid technique.
The only difference is that wire width corresponding to ebcdinch resistance is now
treated as a separate variable as opposed to having onbledaoathe entire column
(row) of a vertical (horizontal) wire, as done in the mulitgmethod. Since it is very
inefficient to solve a nonlinear optimization problem forga power grid systems, we
perform the comparison for grids of small sizes construfiied toy chip of dimensions
300p x 300u. For our proposed approach, we use= 9 levels of partitioning with
an initial wire thickness of0u. We perform the comparison between the two schemes

both for a flip-chip and a wire-bond chip.

# of Wires Wire Area Wire Area Runtime (sec) Runtime (sec)
Ckt Exact Proposed| Exact | Proposed| Exact | Proposed| Exact | Proposed| Exact
Scheme Method | Scheme| Method | Scheme| Method | Scheme| Method | Scheme
Flip-Chip Wire-Bond Flip-Chip Wire-Bond
Ckt-1 20 x 20 1.033 1.000 1.052 1.000 2 487 3 483
Ckt-2 30 x 30 1.041 1.000 1.061 1.000 4 622 6 630
Ckt-3 | 40x 40 1.025 1.000 1.046 1.000 6 815 7 811
Ckt-4 | 50x 50 1.044 1.000 1.072 1.000 9 1246 9 1232

Table 2.11: Results of power grids designed for flip-chigwits by the proposed

method and the exact wire sizing scheme.

Table 2.11 shows the results of the comparison. Columns timd four of the table

represent the wire area utilized by the proposed and the ex&tbiod, normalized with
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respect to the the exact sizing scheme. As seen in the tabtegffour example circuits,
our proposed method has an over utilization cost of abouté284er the flip-chip case
and about 4%-7% for the wire-bond case. The higher overhii avire-bond case is
expected due to the lack of strong locality. However, as s®emthe run time numbers
in columns 8 and 10, the nonlinear programming solution ler éxact sizing method
becomes very inefficient and impractical to use as the nuibgptimization variables
increase from a few hundreds in Ckt-1 to a few thousands irACKEven though the
wire area utilized by the exact method would be the most jads; the high runtime
prohibits the use of such a scheme to construct real powes.gAs seen in the table,
our proposed approach is extremely efficient and has a snrallarea over-use cost as
compared to the exact method.

In another set of experiments we study the effect of choodiffigrent levels of par-

titioning for the power grids designed for the same inputridben. Table 2.12 represents

# of Wire Area| Runtime
SNo. " 9
Partition Levels| (cm?) (sec)
1 7 0.0812 560
2 8 0.0762 625
3 9 0.0756 688
4 10 0.0752 784

Table 2.12: Power grids designed for pg-6 floorplan by chapsifferent partitioning

levels.

these experiments for constructing power grids for the figdiplan and assuming the
flip-chip case. As seen in the table, the algorithm runs fastesmaller number of
partitioning levels. This can be ascribed to the fact thaihioyeasing the height of par-
tition_tree of Figure 2.11(e), the number of partitions and consetiy the size of the

global system of Equation (2.7), even with the port appr@tion technique increases,
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which results in greater simulation time in each iteratidhe cost of using fewer par-
titioning levels is over-utilization of wiring resourceshe number of wires required in
the partition is determined by the the maximum of all currd@tiands over the entire
partition area. Since the partition size is larger for a $enalalue ofk, more wiring

resources are wasted in the region within the large parstiwwhere the current require-
ments are less than the maximum. By splitting the partitiots smaller sizes, the
regions for different current demands can be isolated, amepgrids with better area
utilization can be constructed separately in these regidong/ever, beyond a point, the
runtime penalty for increasing the granularity of partisar the number of partitioning

level, outweighs the savings in the wire area.

2.8 Conclusion

In this chapter of the thesis, we have presented two poweidgsign schemes, as tech-
niques to address the issue of controllable type of envieariat variations, in the form
of voltage fluctuations on supply network wires. Our powed giesign schemes con-
structs locally regular, globally irregular grids. Suchiegewise-uniform grid topology
shows a significant reduction in the wire area used when coedpa the area consumed
by the uniform grid topologies. This design also aids in asiexarouting scheme for
the signal nets later in the design, as minimal book-keepe®fs to be done for the
proposed P/G architecture. Moreover, such a structure@pgmd design is easy to op-
timize. For our techniques, we use the hierarchical amalysithod for the simulation
of the power grid system. Including a simulator in the optation loop ensures the
accuracy of the optimized solutions.
For the first method, we have proposed a sensitivity-baseddtie to add wires in

specific regions of the chip to meet the IR-drop and EM comgsalncluding a conges-
tion penalty term in the cost function helps in controllihg aggravation in congestion

without compromising the local structured regularity of gupply grid. Experimental
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results show that the grids designed using our proposedreeiave 12% to 23% of
wiring area over other commonly used grid topologies. Havethe runtime of our
procedure is not very desirable and needs to be improved.

To overcome some of the inefficiency of our first power gridgiesnethod, we have
presented a second considerably fast supply network desygnithm. The method is
based on an iterative grid refinement scheme by recursiggthiipning of the chip area.
The concept of locality in power grid design is used to alost@mavay the details of some
parts of power grid by the macromodeling technique. Usiegtid abstractions, along
with the strategy of constructing an initial coarse griddaled by a successive refine-
ment of the grid, and reusing the solution of grid designethéprevious iteration as a
starting guess point for the conjugate gradient linearespspeeds up the circuit anal-
ysis step significantly. Experimental results on real amtloanly generated realistic
test cases show that the proposed power grid design algoisticonsiderably fast and
has efficient utilization of the wiring resources. Our pregd method is able to de-
sign power networks comprising thousands of wires, and rtfeae a million nodes,
in about 6 to 13 minutes of runtime. When compared to a mudtigased power grid
design scheme, it is found to save about 7% to 12% of wire arghpn an average is
14% faster. However, as compared to the first power grid desgprithm, the second
grid design procedure spends about 3% to 7% more wire anetadsame benchmark

floorplans, but on an average, is about $aster than the first method.
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Chapter 3

Robust Gate Sizing Techniques

In Chapter 2, we presented two power grid design schemeslasigeies for reducing
controllable variations in the supply levels. In this cleptve address the problem of
accounting founcontrollablevariations, arising mainly from the limitations of the man-
ufacturing process. From a circuit design point of viewsthprocess-driven uncertain-
ties cannot be directly controlled by any specific circugida techniques. However, the
effects of these variations on the circuit performance ¢#irbs controlled. A designer
can reduce the impact of these uncertainties by accourndinpém, e.g., by maintain-
ing sufficient margins in the design so that when these vanatmanifest themselves,
the design margins ensure that the desired performaneegiardtre still met.

This method of designing the circuit robustly, by addingigesnargins, to safeguard
against process variations and other uncertainties, ceegbeded as a worst-case design
methodology. Such schemes, typically consist of idenifya worst-case scenario in
which the parameter uncertainties would be manifested e tiee greatest impact on
the circuit performance. After identifying such a scenathe circuit is designed to meet
the performance specifications for this worst-case ocoug@f parameter variations.
By keeping sufficient design margins, the effect of randoatess parameter variations
are accounted for, thus ensuring robust circuit design. itcat step in this design
paradigm is the identification of the worst-case situatibime use of an ad hoc method
for this purpose could lead to excessively large design msrgnd an overly pessimistic
design. Moreover, identifying a possible but a highly impable worst-case scenario
would lead to extra guard-banding against the effect ot@ms, resulting in the design
incurring excessive penalties and overheads.

In this chapter of the thesis, we propose a novel worst-gasiethodology, by way

of a robust gate sizing scheme, to design a circuit for theired timing yield. Our
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method uses the statistical properties of the parameterariations, such as the prob-
ability distributions and spatial correlations, to redidlbe pessimism associated with
conventional worst-case design schemes. Through our mhetleoprovide flexibility to
the user to specify a target timing yield, and perform gatmgito achieve this specifi-

cation. An early version of this work was published in [SNBEE0

3.1 Introduction to Robust Gate Sizing

The limitations of the manufacturing process in the curteciinologies leads to random
variations in various circuit parameters such as the tsémrsividth, channel length, and
oxide thickness, which may cause a large spread in the tpewniormance measures
such as the delay and power. Since it is impossible to coptomess-driven variations,
it is essential for the design tools to account for these taicgies to enable the design
of robust circuits that are as insensitive to the devicerpatar variations as possible.
The optimization of gate sizes offers a degree of flexibiltyddressing this issue.
The gate sizing problem determines an optimal set of treovs&zes, defined as the ratio
of the transistor width«() to the effective channel lengttL(), that minimize the area
or power consumption of a combinational circuit, subjeanieting the specified delay
constraints. Conventional gate sizing tools employ acstaiing analysis (STA) routine
to generate the delay constraints by adding intermediatablas at the output of each
gate in the circuit, and then solve the resulting optim@agroblem to determine the
widths of the devices in the circuit. The minimum length i®sén for all the devices.
However, due to the fact that the nominal designs are pextlibly the random pro-
cess variations, a large number of chips may fail to meettigenal delay specifications.
This leads to a reduction in the timing yield of the circugfided as the fraction of total
chips whose delay does not exceed the original specifieedva&n obvious way to in-
crease the timing yield of the circuit is to design for the sterase scenario, e.g., choose

a delay specification of the circuit much tighter than theurezgl delay. Unless this new
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specification is appropriately selected, this could leddrge overheads in terms of the
circuit area and the power, as the optimizer may have to agiyedy size the critical
as well as the non-critical paths. Hence, it is necessargvweldp smart worst-casing
methodologies in the presence of process uncertaintizikélep the area and the power
budgets within reasonable bounds.

In this work, we present a novel worst-casing scheme, basewlmst optimiza-
tion theory. In our method, we modify the delay constraintgtorporate uncertainty
in the parameters due to the process variations. uAcertainty ellipsoidmethod is
used to model the random parameter variations, assumingahalistribution of pa-
rameters. Spatial correlations of intra-die parameteiatians are incorporated in the
optimization procedure. The resulting optimization pesblis relaxed to be a geometric
program (GP), and is efficiently solved using convex optatian tools. By using the
well-known Chi-squareprobability distribution function, the desired timing {decan
be parameterized into the optimization formulation. Oumnfolation is based on the
principle of adding uncertainty related, parameter catreh-aware, margins to delay
constraints at the output pin of each logic gate. Howevendigg these guard-bands
for the delay constraints at the output of each node in treiitigraph, instead of the
whole path delay, leads to a problem of overestimation okeffect of variations. We
reduce this problem by employing a graph pruning technigueduce the number of
intermediate nodes in the circuit graph, and the correspgratrival time variables in
the optimization formulation. The use of variable size utaiaty ellipsoid at different
topological levels of the circuit graph helps in further @nmg the extra timing margins
in the constraints.

The organization of this chapter is as follows. We review pinevious work on

uncertainty-aware gate sizing in Section 3.2. Section 8v@rs the preliminaries of ge-

The graph obtained by modeling each pin of a gate as a vertebeach pin-to-pin
connection, in the whole circuit, as an edge is referred tthascircuit graph or the
timing graph.
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ometric programming, the traditional gate sizing formialat the ellipsoid set and the
Chi-square probability distribution. In Section 3.4, wesnt our formulation of the
robust sizing problem, and use a simple example to expla&métails of this formula-
tions. Section 3.4.3 points out the problem of overestiomatif the effect of variations
in our robust formulation. The graph pruning technique dreduse of variable amounts
of timing margins at different topological levels of theatiits, as methods to reduce
this pessimism in the robust formulation, are describedectiSn 3.4.4 and 3.4.5. Ex-

perimental results are presented in Section 3.5, and 8€eRioconcludes this chapter.

3.2 Previous Work

Traditional gate sizing methodologies [FD85], [SRVK93]w&othe deterministic opti-
mization problem of gate sizing without accounting for @#ions in parameters. These
methods use posynomial delay constraints and formulat@rblglem as a geometric
program. Section 3.3.2 reviews the formulation used indlesventional gate sizing
works. While the method of [FD85] performs sizing based oerssgivity-based heuris-
tic, [SRVK93] offers an exact optimization algorithm to figm gate sizing, based on
convex programming techniques. There have been severmitrattempts to perform
uncertainty-aware gate sizing to reduce the timing violagior increase the timing
yield. In [BVSHO02], the gate sizing problem is formulated asionlinear optimiza-
tion problem with a penalty function added to improve therihstion of timing slacks.
One of the first works on statistical gate sizing [JB0OO] prgmformulation of statistical
objective and timing constraints, and solves the resutimginear optimization formu-
lation. In other works on robust gate sizing [CPR04, SSZ@SBA05, CSS05], the
central idea is to capture the delay distributions by penfog a statistical static timing
analysis (SSTA), as opposed to the traditional STA, and tisereither a general nonlin-
ear programming technique or a statistical sensitivityelaheuristic procedures to size

the gates. In [RVWO04], the mean and variances of the nodeyslatathe circuit graph
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are minimized in the selected paths, subject to constramtielay and area penalty.

Some of the above mentioned variation-aware gate sizingsnare heuristics [SSZ05,
ACBZ05, CSS05] without provable optimality properties. The senstiivbased ap-
proaches optimize the statistical cost function in a loeghborhood, and cannot guar-
antee convergence to the globally optimal solution. Otlnelgson nonlinear noncon-
vex optimization techniques [RVW04, JB00, CPR04], which aeither not scalable to
practical circuits or may get stuck in locally optimal satuts. Some of these works
[JBOO, CPRO04] ignore important statistical propertiesarfying parameters such as the
spatial correlations.

In [MDOO5], the authors present an interesting approactptoroze the statistical
power of the circuit, subject to timing yield constraintsden convex formulation of
the problem as a second-order conic program. However, tineutation suffers from
the same problem of overestimation of statistical nodaylebnstraints as [SNLS05],
which will be explained in Section 3.4.3, and we patrtiallyreat this by the techniques
described in Section 3.4.4 and 3.4.5. More importantlystiation in [MDOO5] relies
on a local search over the gate configuration space to igemtsize that will absorb
the slack assigned by the optimization solution. Such a oteffased on local searches
has to assume that the delay of the gate depends only on thddiba choices, e.g., a
particular size and the fanout load of a gate. In reality,ghte delay is also a function
of the slope of the signals at the input pins of the gate, wini¢brn are functions of the
sizes of the fanin gates and the interconnect delay. Hettheugh local search method
of [MDOO05] works well for simple delay models as functionsaftput load only, it is
unlikely to work for a realistic delay model also considerinput slews.

Recently a novel method for optimizing the binning yield oftdp was proposed
in [DS06]. This method provides a binning yield loss funottbat has a linear penalty
for delay of the circuit exceeding the target delay, and psawe convexity of this for-
mulation. However, the method has to rely on an SSTA engimvatuate the gradient

of the binning yield loss function for optimization purpssé&his could potentially make
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the overall procedure considerably slow for many iteratiofthe optimization loop. As
the objective function in the optimization formulation g work is non-differentiable,
the procedure could also run into some serious numerichalgmts while generating the
subgradients of the objective function.

In this work, we propose a novel gate sizing technique baseblbust optimiza-
tion theory [BV04]. For simplicity, our implementation iséhe Elmore delay based
model, but our approach is applicable to any posynomialyd®ladel, such as the rich
class of generalized posynomial delay models proposed KEP8]. In our method,
we first generate posynomial constraints by performing aA. 3We then addobust
constraintsto the original constraints set by modeling the intra-cldpdom process
parameter variations as Gaussian variables, containedonstant probability density
uncertainty ellipsoidJWO02], centered at the nominal values. The method of [XBi]
also uses the ellipsoid uncertainty model, but for optititzaof small size analog cir-
cuit. We use the well known Chi-square distribution tabteadsign a timing yield value
in our optimization constraints. Under the ellipsoid unaity model, the resulting op-
timization formulation is relaxed to be a GP, and is effidgsblved using the convex
optimization tools. Furthermore, using a GP to perform sblgate sizing ensures that
the optimizer finds a global minimum, which is not guaranteethe case of a gen-
eral nonlinear program. The relaxation of the robust cayate of the conventional
deterministic GP-based gate sizing solution as anothersGPnnajor contribution of
this work; in general, it is not true that the robust versiohsonvex programs are also
convex programs [BV04].

Our robust gate sizing scheme is a type of worst-case desahaa, but by in-
corporating spatial correlations in the design procedweereduce some pessimism in
the design. Spatial intra-die correlations between tharpater variations are incorpo-
rated in the optimization scheme by using a grid-based apadrrelation model used
in [CS03] and [ABZ03]. In addition, we show that the nodal straints formulation

adds pessimism, and reduce some of this pessimism by emgltye graph pruning
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technique of [VC99]. Heuristic methods for assigning seraiilming margins at lower
topological levels of the circuit graph, and increasinggbard-banding at higher levels,
by employing different sized uncertainty ellipsoids, aedps in reducing the effects of
this pessimism.

We focus on the intra-die variations In. andw parameters; however, the method
can be easily modified to include inter-die variations. Bssedriven variations in the
interconnect widths and thickness can also be included inmaihod. The following
sections in this chapter, describe in details the varioegssof our robust gate sizing

method.

3.3 Preliminaries

In this section, we will review some of the basic tools andrfolations that we build on

to obtain our robust optimization formulation.

3.3.1 Geometric Programming

A function is called anonomialfunction if it can be written in the form:

fx) = eaflaga

an,
n

= ¢ ﬁ x} (3.1)
i=1

wherex € R?

1., c> 0anda; € R. The variables in a monomial function, and the

coefficientc are strictly positive, and the exponentscan be any real numbers.
A sum of monomials is called @osynomiafunction. It can be written as:

n

fo) =Y e T[4 32)

7j=1 i=1
wherec, > 0. Posynomials are closed under addition, multiplicatiord aonnegative

scaling. Monomials are closed under multiplication andsion.
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From Equations (3.1) and (3.2), a geometric program can fireedieas an optimiza-

tion problem of the form:

Minimize fy(x)
Subjectto fi(z) <1, i=1,---,m

hi(x)=1, i=1,---,p (3.3)

where fy, - - -, f,, are posynomial function as in Equation (3.2), and--- , h,, are
monomial functions as in Equation (3.1).

Geometric programs are not, in general, convex optimingtimblems. However,
by a simple transformation of variables, = ¢¥: in the objective and the constraint
functions of Equation (3.3), they can be converted to a copregram [BV04], and
hence can be efficiently and globally solved using the cognization methods. A
generalized geometric program (GGP) [KKS98], is an extamsi the GP of Equation

(3.3), and can also be similarly transformed to a convex jamog

3.3.2 Deterministic Gate Sizing as a Geometric Program

The conventional deterministic gate sizing problem is folated as:

n
Minimize Area = Z a;T;,
i=1

Subject to: (3.4)
ti < Tspec Vi€ PO

Tmin < Tig < Tmae  Vgate @

wherezx;, represents the nominal size of the gatgs some weighting factor such as the
number of transistors in a gate céll are the intermediate input arrival time variables at

the fanin of gate, d;; is the delay of gateé, from the;*" input pin to the output pin, as
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a function of the vectoX, of the nominal gate size§;,.. is the specified target delay,
Tmin @NAx,,., are the lower and upper bounds on the gate sizes, respgctivel

Using the Elmore delay modeleach gate in the circuit can be replaced by an
equivalentr,,,,C; element, wheré,,,. represents the effective on resistance of the pull-
up or the pull-down network, and the ter@} subsumes the source, drain and gate
capacitances of the transistors in the gate. The expresfork,,,, andC; for a gatei

are given by:

L.
Roni — 1 i ’ CZ = cheiwi + C3 (35)

w;

where, the constants, c; andcs can be derived from [SRVK93]. Both the capacitances
and the on resistance of the transistors in a gate are posghifumctions of the gate
size, characterized by the widths of the transistors in the gate. Consequently, the
term R,,,,C; which is the equivalent delay contribution of gatm the circuit is also a
posynomial function ofu.

From Equations (3.4) and (3.5), the delay constraints at @acle of the circuit

graph can be written as:

t;

t —i—ZKleZ’gl < t; Vj € fanin(i) (3.6)
I 2

IA

Tspee Vi€ PO

where, K is a constant coefficient of tH& monomial term in the posynomial delay ex-
pression, and can be derived from (3.B) represents the width of gate, anda, is the
exponents of thé'* components of th&, vector,c {—1,0, 1}. By substituting Equa-
tion (3.6) in Equation (3.4) for all gates in the circuit, tb@nventional transistor sizing
is formulated as a GP optimization problem of Equation (3t@Ving a posynomial

Traditional gate sizing methods of [FD85] and [SRVK93] alise the EImore delay.
In any GP based formulation, the EImore delay model is usedifoplicity. Alterna-
tively, generalized posynomial delay models [KKS98], whitave a higher accuracy,
can be used for the GP formulation.

98



objective function and posynomial constraints, which carsblved using the convex
optimization techniques. In Section 3.4, we show how thesbtersion of the standard

GP formulation, for the deterministic case, can be condddenother GP.

3.3.3 The Ellipsoidal Uncertainty Set

For any vector$? and(}, € R", and a non-singular matrik € R™*", an ellipsoid set
U is defined as [JW02]:

U={Q:(Q- Q)" P (Q - Q) < v} (3.7)

If P is asymmetric and positive definite matrix, an alternatefgesentation of (3.7) is
realized by substituting?='/2(2 — Q¢) = u as:

U={Q + Pl |lull, <} (3.8)

where|lull; = uTu is the 2-norm of vectou. For a symmetric and postive definite
matrix P, the matrixP'/? can be computed by the Cholesky factorgofThe ellipsoid
represents a-dimensional region, where the vectarvaries around the center point
Q. The vectow characterizes the movement@faround(,.

Figure 3.1 illustrates the ellipsoid iR%. The half-lengths of the axis of the ellipsoid
are a factor) of the square roots of the eigenvalugsand),, of the matrixP, and the
direction of the axis is given by the eigenvectordyfe; andes.

Considering the vectdR to consist of random variables corresponding to the param-
eters of variations, with an associated covariance maivengoy P, and assuming that
the parameters of variation follow a Gaussian distribytiba ellipsoid set described in
Equations (3.7) and (3.8), can be used as a bounded modadiiatimas. In particular,
it can be shown that the constant probability density castofia multivariate normal
distribution represent an ellipsoid set. The joint probgbdistribution function (PDF)

of the multivariate normal random vectfY, with a covariance matri® is:

1 —1(Q-90)TP1(Q-Q0
fa(Q2) = We{ 2l ) ( )} (3.9)
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ey

Figure 3.1: An uncertainty ellipsoid set in two dimensiofmbe ellipsoid set is used as

a bounded model for multivariate normal parameter vametio

where| P| is the determinant of the covariance matfixandn is the number of com-
ponents in the variation vect@2. It is clear from Equation (3.9), that the PDF of a
multivariate normal distribution would be a constanif (2 — 2¢)7P~1(2 — Q) = c.
This relation represents precisely the surface of an elitpgiven by Equation (3.7),
with ¢ = ¢%. Since the covariance matriX is symmetric and positive definite [JW02],
we can also equivalently represent the constant probabilipsoid as Equation (3.8).
Thus from the discussion above, by assuming normality cdupater distribution, the
ellipsoid set can be regarded as a high-dimensional reggde which the parameters
randomly vary. This bounded model of parameter variatiarteé form of an ellipsoid
setis referred to as amcertainty ellipsoidIn Section 3.4, we use this uncertainty ellip-
soid model to simplify our robust constraints and formutaterobust GP optimization

problem.

3.3.4 Chi-square Distribution

If r; aren independent normally distributed random variables wittansg,; and vari-

n

anceso?, the random variable = "7 (“=%)? is distributed according to the Chi-
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square distributiony(), with n degrees of freedom [JW02]. The Chi-square distribu-
tion is a special case of gamma distribution, and for a randanablez following the
Chi-square distribution, the cumulative density funct{@DF) of z is given by [DS02]:
F(z;n) = 77(?5;/;2) (3.10)
wherel is the gamma function, andis the incomplete gamma function [DS02].
Referring back to Equation (3.7), it can be proved that theloan variablez =
(Q — Q)T P71(Q — Q) is 2 distributed [JWO02]. Therefore, the solid ellipsoid given

by Equation (3.7) can be assigned a pre-specified amounbbépility . as:
o= Fg(¢?) (3.11)

whereF' is the Chi-square CDF function given by Equation (3.10).

As will be explained in Section 3.4, we use the uncertaintyp®bid to pad the
deterministic delay constraints, and with the prespecifisxbability @ given by the
lower bound on timing yield specification, we define the sitehe ellipsoid. This

determines the amount of margin required for each delaytains

3.4 \Variation-Aware Gate Sizing

3.4.1 Effect of Variations on Constraints

The deterministic posynomial constraints of (3.6) can Ipeagented as:
ti+ fii(Xo) <t (3.12)

wheret; + f;:(Xo) = tj + >, Ki[[; xj‘;" represents thg¢'* constraint functionX, is
the vector representing the nominal gate sizgsfor all gates. The conventional GP
optimization assigns a set of optimalto the vectoiX, so that each delay constraint is

satisfied, i.e.t; + f;(Xo) < ¢, for all constraints, and the area objective is minimized.
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However, due to the effect of process variations, the pasyalodelay models of
the gate can no longer be assumed to be deterministic geantithus, the constraint

inequalities at each node should be rewritten as:
ti+ fij(Xo, Q) <t (3.13)

wheref2 is the random vector of perturbations around the nominalesabf the parame-
ters. For the cases when the new value of the constrainifumct- f;;(Xo, ©2) > t;, the
effect of the random process variations leads to the origimastraints being violated
and a possible timing failure for the circuit.

Assuming that the random parameter perturbations arounddminal values are
small, the new value of the gate delay modgX,, £2) can be approximated by a first

order Taylor series expansion as:

(Sfﬂ(X ,Q)
o (= %)

fii(Xo, Q20 +0Q2) = fji(Xoago)"‘Zi?)
r j Q

= f;i(Xo,20) + Vi, f;i(Xo, )62

= D ][ + Va3 K ][ 5"0) (3.14)
! j ] .

whereV g, represents the gradient calculated at the nominal valudsegiarameters,

Jo

ando(2 represents the zero-mean random variation in the parasm&ieh as transistor

width, effective channel length and oxide thickness, adotlve nominal values. Note

that the coefficienf(; also depends on the parameters, and therefore should bdedga
as a functionk;(€2) of the perturbation vector.

In (3.14) the termVq, (3°, K, [, 2} )0Q is the variational term representing the

.. To safeguard

effect of process variations, added to the nominal trini; [, »
against the uncertainty of process variations, it is nergds meet the constraint; +

fi(Xo, 2) < t;, for the maximum value of the variational term. In other wsrd

VoQeU

i+ Xl: Ko [ o + ma (vgo(; KI[ae) < 6 (315)
J J
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Next, we show that by employing the concept of an uncertagfitysoid U, the con-
straint of (3.15) can be transformed to a set of posynomiastaints, so that the robust
optimization formulation remains a GP, and can be efficjestllved. Our robust GP
formulation is applicable for all cases where the origiraigtraints are in the form of a
generalized posynomial [KKS98].

We use the uncertainty ellipsoid to model the process vanathat randomly per-
turb the transistor parameters around the nominal valuesticch they were designed.
As the random vectaf2 of uncertain parameters varies around the nominal paramete
vector(),, the variations are considered to be bounded within thpsalid regions de-
fined by (3.8). In other words, the variatidf from € is given bysQ2 = PY/?u with
[ul[z < 4.

Alternatively, we could have chosen the variatiéhin the parameters to be bounded
in ann-dimensional box given b{,,.;, < /2 < Q,.... However, using the box as a
model for bounded variation, ignores any correlation infation between the random
components of2, as each component can move independently inside a boxmassu
any values between the minimum and maximum range. Thusn@ntig for a max-
imum variation in such a box region would translates to anlgyeessimistic design.
Moreover, ann-dimensional box modeling of parameter variations wouldabeurate
only in the highly unlikely case when all parameters areistally independent with
respect to each other, and follow a uniform distribution. Siparameters have been
observed to follow a distribution that resembles a Gaussien The advantage of us-
ing the ellipsoid uncertainty model is that it not only actety models the region of
variation for normally distributed parameters, any catiehs between the parameters
is directly captured by appropriately constructing theredats of the covariance matrix
P. The covariance matrix can be derived from a spatial cdroglanodel such as the
ones used in [CS03] and [ABZ03].

In the next section, we show with the aid of a small example,ube of the un-

certainty ellipsoid model in converting the constraint 8f16) to a set of posynomial
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constraints, and formulating the robust GP for gate sizmthe presence of process

variations.

| I

—po—{o0—

(wael) <w27L62E Cloa,d

Figure 3.2: A simple example circuit to explain the geonegpriogram formulation for

robust gate sizing problem.

3.4.2 Robust GP formulation

We use a simple example to explain the procedure to incaigtia process variation
effects in the delay constraints set. We use the toy cirdutigure 3.2, comprising of
just one driver gate and one load gate, for this illustratian the idea can be generalized
to arbitrarily large circuits. In this example, we considee widths {v;, w-) and the
effective channel lengthd.(, , L.,) of the two gates as the only varying parameters. The
scheme can be directly extended to include other parameters

Applying the EImore delay model to the gates of circuit of g 3.2, and for sim-
plicity, neglecting the interconnect delay and the efféatrain and source capacitances

of the driver gate, the delay constraint for the circuit cehitten as:

K1L81 L82’LU2 4 K2L82

Tspec (3 16)
W1 W2

where K, and K, are constants. As explained in Section 3.4, to ensure teadelay

constraint of (3.16) is met under the effect of random pres@siations, the first order
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Taylor series expansion of the constraint function resaltee following relation:

ibey Loyt | Roles, | (3.17)
wlo w20
(KlLelo Lezo 5w2 i K1L620 Wa, 5[/81 n KlLelo Wa, 5[/82 n K2(5Le2
Vow,6 Le €U wy, (I Wi, W2
B KlLelo LGQO’LUQO(SUM B K2L820 51112) T
w%o w%O spec

wherew, andL., represent, respectively, the nominal values of the tréorsisand L.,
anddéw andd L. are, respectively, the random variationsuirand L.. Employing the

ellipsoid uncertainty model of (3.8) for the random paraenetriations, leads to:

[ sun | [ (p2u), |
R (PP, (3.18)
0L, (PY?u)3

| 0L, | I (PY?u), |

whereP is the covariance matrix of the random vecfdronsisting of the variations in
gatew andL, of the driver and the load gate of Figure 3.2, and the vector bounding
the variation within the 4-dimensional ellipsoid centea¢the nominal values ab and
Le, with [|u|2 < 4.

We introduce two vectors; and¢, to collect the positive and negative coefficients,

respectively, of the variational parameters of (3.17) as:

—KiLey Loy way T

0 Wiy
K1Ley Ley, —KoLey,
2
¢ = KlLl:;((j wa Q2 = “20 (3.19)
2 0
KlLelo wa Ky 0
| w1, wgy | |

From the definitions in (3.18) and (3.19), (3.17) can be re@mias:

K\L., L., wy, KL,
R 0 max (P26, 0) + (P05,1) < Tipec(3:20)
Wy, Wa, Yu
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where(a, b) represents the inner product of vectermndb. From the well-known result

of the Cauchy Schwartz inequality
<a,b> < |alz-[bll2 (3.21)

and the fact that in the ellipsoid uncertainty modpi]|. < ), a sufficient conditiof
for (3.20) is:
KL

610

Wig

Le W2 K2Le
o =4 © [P Pyl + 0| PPally < Tapee  (3.22)

20

We then introduce two additionedbust variables; andr, as:

T = ?/)||Pl/2¢1||2, le., 7“% = Q/’2€Z51TP¢1

ro = V|| P?¢slls, i.e., 13 =1 g’ P (3.23)

The inequality of (3.22) is then replaced by the followintaxed constraints:

K1L810L820w20 KZLelo
+ +ry+ 7o S Tspec (324)

Wig Waq
V2o Poyrit <1 (3.25)
V2py’ Poary® < 1 (3.26)

As the optimizer tries to minimize the value of the robustialalesr; andr,, the re-
laxed inequality constraints of (3.25) and (3.26) wouldoeoé the equality constraint
of Equation (3.23).

The inequality of (3.24) is clearly a posynomial with the webvariables; andr,
added to the original variable list of the gatend the intermediate arrival time variables

t (not used in this example). By construction, all the elermehd, are posynomials, and

3In our case, the equality in (3.21) also holds, as there anegwints in the ellipsoid
set which havé P'/2¢,,u) = ||[PY2¢4]|2 - |Ju]|..

(KiLey Legy, w2

“An equivalent condition for (3.20) is( i + KZLQ?O + || PY2 (1 + ¢z)||2)

< Tsee- However, this does not lead to the formulation of posynéwoastraints of
(3.25) and (3.26).
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all the non-zero elements ¢@f are negative of posynomials. The covariance matix
is assumed to have all non-negative elements. This is &igldé assumption because it
is rare to find instances of parameters negatively cori@ghatth each other. The spatial
correlation models yield either zero or a positive corietabetween the parameters.
Thus, the quadratictermg” Py = Y, . Pijé1,¢1,, andega” Py = 3, Pijds, ¢, are
a summation of monomials with positive coefficients. Conseqly, the constraints of
(3.25) and (3.26) are also posynomials. Hence, by followliregorocedure described in
the above equations, we convert the non-robust posynowratiaint of (3.16) to a set
of robust posynomial constraints of (3.24-3.26), by introidg two additional variables.

Next, we address the issue of assigning a timing yield patemtethe optimization
formulation. As discussed in Section 3.3.4, we can assigreaspecified probability
« to the uncertainty ellipsoid model of variations by using #{f distribution. From
Equation (3.11), we can determiné as the uppet 00« percentile of they? distri-
bution from the standard tables of the Chi-square CDF. Fstante, for the example
circuit of Figure 3.2, corresponding to= 0.9 or 90%, the value ofy determined from
the x2 CDF tables, for the four-dimensional ellipsoidgis= 2.79. The value assigned
to ¢, determines the size of the uncertainty ellipsoid used tbtpa nominal terms in
the timing constraints. The pre-specified probabititgerves as the lower bound on
the timing yield, because the robust constraints formdlatgng the ellipsoid margin
corresponding to such an would be satisfied for at least/; of all cases. Since there
are other points outside the ellipsoid set of the specifiethaility value that may not
cause timing violations, the timing yield could be more than

For a general circuit, the procedure described for the el@miguit of Figure 3.2
is repeated for each constraint. Thus, by addition of at nwstadditional variables
for each constraint, robustness against the process amtess is added to original con-
straint set, while still maintaining the desirable posymarstructure of the constraints.
By this procedure, we convert the conventional GP formatatif the gate sizing prob-

lem to a robust gate sizing problem, which is also a GP andeheran be efficiently
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solved using the convex optimization machinery.

3.4.3 Overestimation of Variations

The optimization formulation described in Section 3.4,sadwrgins to the determinis-
tic constraints generated by an STA procedure. Due to thetfatseparate margins are
added at each node of the circuit graph, instead of the wlaile fhe resulting formu-
lation could result in a large overestimation of the vadasil component of the circuit

delay, which could lead to excessive design penalties.

Figure 3.3: An example of a chain of inverters circuit to explthe problem of overes-

timation of variations in the robust GP formulation.

To understand the problem of this overestimation of varrgticonsider a simple
example circuit consisting af. chain of inverters as shown in Figure 3.3. For this

simple circuit, an STA module would generate the followingdi-based constraints:

dl (Xo)

IA

t1

t1 +da(Xo) < 1o

tm—l + dm(XO)

IN

tm

tm < Tipec (3.27)

whered, is the delay of thé™ inverter, which is a function of the vector of nominal gate

sizesX,. By the method explained in Section 3.4, the equivalentsbbanstraints for
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the example circuit of Figure 3.3, can be written as:

dl (Xo) + V%})ag((](v{zodl (Xo, Q)(SQ) < t

t1 + dx(Xo) + V%agj(vnodﬂxoa Q)o) < ty

IA

tm—l + dm(XO) + v%}lae}[{](vﬂodm<X07 Q)(SQ) tm

trn < Tspec (3.28)

It is easy to see that for the simple circuit of Figure 3.3,dbky is given by the whole
path delay ag/;(Xo,2) + - - - + d,,,(Xo, 2). Thus, the effect of variations can be ac-

counted for by a simple robust constraint of the form:

di(Xo) + -+ dm(Xo) + Jpax (Vo (di(Xo, £2))+ (3.29)
R dm(X07 Q)(SQ) S Tspec

For anym nonnegative functionsg, - - - , y,., the following inequality is well-known:
max(y; + -+ Ym) < Maxy; + -+ - + maxy,, (3.30)
Therefore, for the variation terms in the constraints 0283.and (3.30), the following

inequality holds:

VQEU — sQEU
(A

max (Va, Z d;(Xo,2)0N) < max (Va,d;(Xo, 2)0€2) (3.31)
It is clear from (3.28), (3.30) and (3.31), that the approatladding the variational
component of delay at each node leads to extra guard-banding

Another way to understand the amount of pessimism intradiucéhe formulations
is by realizing that the actual probability of failuge,;;,, for the circuit of Figure 3.3 is

given by:
pfaz'll = PT(dl(Xo, Q) 4+ 4 dm(Xo, Q)) > Tspec (332)
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On the other hand, the probability of failurg,;2, as computed by the padding of

constraints at the each node in the circuit graph of Figues3given by:

Pfailz = [P’l“(dl(XO, Q) > tl)] U [P’I“(tl + dg(XO, Q) > tg)] U

U [P (bt + dm(Xo, Q) > Tapec)] (3.33)

Clearly, from Equations (3.32) and (3.38)4in < prai2- Thus, the robust GP formula-
tion attempts to safeguard against a probability of timeitufe that is greater than the
actual failure probability, which could lead to extra desigargins.

For a simple circuit similar to the one in Figure 3.3, it ivi@l to trace the path
delay, and then add margin to the whole path delay constidowever, in general, the
number of paths in a circuit graph can be exponential in timelar of nodes. Therefore,
enumeration of paths has a prohibitive cost for large disotonsisting of thousands of
gates.

To reduce the problem of unnecessary padding at the intéateeabdes in the cir-
cuit, without incurring the exponential cost of formulagithe path-based constraints,
we employ a graph pruning technique proposed in [VC99]. Ttlewing section dis-

cusses this pruning method.

3.4.4 Graph Pruning

In [VC99], the authors propose a technique to reduce the eurbvariables, con-
straints and redundancy in the circuit optimization foratian, by removing the internal
nodes and the original edges connected to them in the cg@aph. We apply this graph
pruning technique to our method to reduce the pessimismrigate sizing formulation.
This technique alters the delay constraints formulatioropgrating on the timing
graph of the circuit. An initial timing graph of the circug constructed by representing
each pin of a gate in the circuit as a vertex, and the conmectetween an input and

an output pin of the same gate, and between an output pin ofesaga an input pin
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of its fanout gate, as edges in the graph. The arrival time @haf a gate is used
to annotate the edge originating at the node corresponditigat pin. Two additional
nodes, representing the primary inputs (PI) and primarpust(PO) are added to the

vertex set of the graph. Figure 3.4 shows a simple circuitincbrresponding timing

graph.

(a) (b)

Figure 3.4: A simple example circuit to illustrate the grgmuning method. (a) A

two-level combinatorial circuit. (b) Timing graph for theauit.

In the graph pruning method, the nodes of the graph areiitelaiscreened for a
possible elimination by evaluating the cost of this nodeaeah The cost is typically
expressed as some simple function of change in the numbariables and constraints
in the optimization formulation, after the vertex under sioieration is removed from
the graph. If the evaluated cost is negative, implying a c¢édao in the problem size,
the node is removed, and subsequently all incoming and ggalges of this node are
also pruned from the graph.

The change in the formulation of delay constraints by a neseoval can be un-
derstood by considering a segment of a circuit graph shovaigare 3.5. In the above

figure, we assume that notleneets the removal criterion according to the pruning cost.
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(@ (b)

Figure 3.5: A segment of the timing graph of a circuit to ithage the removal of a node
in the graph pruning method. (a) The original graph segm@)tThe graph segment

after pruning node.

This node hasn fanins,iy, - - - ,,,, andn fanouts,oq, - - - , 0,,. The timing constraints
for this graph segment before the node removal, as depigtedebgraph segment of

Figure 3.5(a) are:

tik_l'dik,l S tl Vkel,---,m

tl“‘dl,oj < 1,

Viel, - .n (3.34)

J
After eliminating nodd, and the corresponding arrival time variablefrom the above

constraint set, we obtain:
ty, tdia+dio, <to, VkeELl - m, Vjel,--,n (3.35)

These new constraints are shown graphically in Figure B.5{lne two sets of con-
straints in (3.34) and (3.35) are equivalent, and no timirigrmation is lost in trans-
forming from one set to the other. Since the pruning costrdetes the nodes to be
removed, a cost function constructed to reduce the probiee s.g., a weighted sum
of change in the number of variables and number of consgiaiesults in making the

optimization formulation more compact after every prunstep.
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Example of the Pruning Procedure

The application of the graph pruning method of [VC99] to reglthe pessimism in our
optimization formulation can be best explained using a negample circuit, and its
corresponding timing graph. For this we refer back to theuiiiof Figure 3.4. As shown
in the figure, the arrival times at each pin of the logic gatesrepresented by variables
ti,- -+, t7. For simplicity, it is assumed that the interconnects hare zlelay and that
all primary inputs arrive at a time = 0. Thed;; variables in Figure 3.4(a), represent
the pin to pin delay of a logic gate. Figure 3.4(b) shows thveesponding timing graph
for the example circuit. By employing an STA procedure, tieéay constraints at the

output of pin of each gate in the circuit of Figure 3.4(a) cambitten as:

0 < t ie{1,2,3,4)
1+ di5(Xo,92) < 1
ta + dy5(Xo,2) < 1
ts + ds3s(Xo, Q) < g
ty + dys(Xo, Q) < g
ts + d57(Xo, Q) < t7
te + der(Xo, Q) < tr
tr < Tpec (3.36)

whereXj is the vector consisting of the sizes of the three gates afrEig.4(a), and?
is the random vector corresponding to the process unceesifrrom the discussion in
Section 3.4.3, adding margins for each of the constraint3.86) can result in excessive
guard-banding against the effect of variations, and herpasaimistic design.

As described in the previous section, the circuit timingograf Figure 3.4(b), and
the corresponding constraints formulation of (3.36) caaltexed by selectively remov-
ing nodes from the graph. Figure 3.6 illustrates the apfiineof the graph pruning

technique on the example circuit of Figure 3.4. For this gmeexample, the pruning
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t1, t5, t7

ta, t5, t7

t3, te, tr

ty, t6, t7

(d) (©

Figure 3.6: The graph pruning method applied to the examptaitof Figure 3.4. (a)
The original circuit graph. (b) Graph after removing node®,13 and 4. (c) Graph after

removing nodes 5 and 6. (d) The final pruned graph.

cost chosen is simply the difference in the number of vagiald constraints after re-
moving a node from the graph. Figure 3.6(a) shows the gratgirada after eliminating
nodes 1, 2, 3 and 4 in the original graph. Similarly, Figu(I3) represents the graph
after removing nodes 5 and 6, as well. The final pruned grapajreed after removing
all nodes except the PI and the PO nodes is shown in Figurd)3.66r each pruned
node, a new edge is added between the fanin and fanout notihesremoved node, and
the new edge is annotated with the pruned arrival times. di®tation is required to
generate the timing constraints at the end of the pruninggutare.

From the edge annotations, and the original constraint8.86§, the constraints
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corresponding to the final pruned circuit graph of Figuréd®.6an be written as:

d15(Xo, Q) + d57(Xo, Q) < Typee
d25(Xo, ) + d57(Xo0,R2) < Tipec
d36(Xo, ) + ds7(Xo,2) < Tipec
dys(Xo, ) + ds7(Xo, Q) < Typee (3.37)

In the above set of constraints, the pruning method eliregatl nodes, except the
ones corresponding to primary inputs and the primary out@imce all intermediate
arrival time variableg; are pruned, the above formulation does away with the problem
of keeping redundant margins for the constraints at theutytph of each node. It
should be emphasized that the example circuit of Figures3a#h iextremely simple case
for which the pruning method can eliminate all intermediateles, and arrive at the
path delay constraints of (3.37). Therefore, the problerovefestimation of effect of
variation, as described in Section 3.4.3 is completelylvesbfor this example circuit.
In general, for practical circuits, the graph pruning paae could determine some
nodes unsuitable for pruning, and some intermediate noolglsl still remain in the
final pruned circuit graph. However, due to the removal of ynatermediate nodes, the

pessimism in the robust optimization formulation is coesably reduced.

Practical Issues in Using Graph Pruning for the Robust GP Fomulation

By removing a node withn fanins andn fanouts from the circuit graph, the change
Acon, in the number of constraints i8.,, = 2(mn — (m + n)), and the changd .,

in the number of variables i&,,, = —2, as the variables corresponding to both rise
and fall delays of the pruned node are eliminated. A prunirigreon can thus be
established as some functigh,s;(Acon, Aver), Of change in the number of variables
and constraint. The pruning procedure operates itergfivelwhich the nodes with

the lowest nonpositive,,,; are pruned in the first pass. After the first iteration, the
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number of fanins and fanouts of the unpruned nodes are te¢atdd due to the addition
of new edges in the pruned graph. This iterative method roatl until all nodes in the
graph produce a positivg,;. At this point, no more nodes can be removed from the
graph according to the given pruning metric. Typically, gnening criterion is chosen
as feost = a.Dcon + b.A-, Wherea andb are some normalized weighting factors.
However, due to some practical problems in applying the lg@apning method to our
formulation, we use a slightly modified pruning cost funntid he following discussion
explains these practical issues.

From (3.35), the number of;; terms, corresponding to the posynomial gate delay
models, increase in every constraint during the pruninggutare. This results in the
following problem for our robust GP formulation. Referribgck to our robust GP
method described in Section 3.4.2, we modify each delaytainsto include the terms
corresponding to the maximum effect of variations inside lhbunded uncertainty el-
lipsoid model. This is achieved by adding to each constraiedv robust variables,
andr,, defined in Equation (3.23), and including additional caaists to the formu-
lation, given by (3.25) and (3.26), @8¢,” Pp1r;? < 1 andy?py Poary > < 1. For
constraints at each node of circuit graph, the vectqrand¢, are typically sparse, as
these vectors consist of entries corresponding to a fewnpeteas, affecting only a sin-
gle gate delay. However, during the graph pruning methothesmtermediate nodes are
removed, the number af; terms increase in every constraint. Thus, the sparsity of
and¢, vectors is adversely affected. Moreover, as these vectm@he dense, the num-
ber of monomial terms in the quadratic expansion of the caimgsy>¢,” Poqry 2, and
V2p3 Poory 2 grow rapidly. As a result many constraints have monomiahgeinvolv-
ing a large number of variables. Consequently, the comstdaicobian matrix becomes
very dense, which can considerably slow down the gradiempcations required by
the convex optimization methods, such as the interior pdgdrithm.

To overcome this issue of potential slow down of the gatengiprocedure, due to

the increase in density of the constraint Jacobian matixmadify the pruning cost to
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include a penalty term related to increasing the numbenrofdén thep,; andg, vectors.
We defineM ono,,,., as the maximum number of monomial terms in all the conssaint
affected by removing the node under consideration. The aogtuning this node is

then calculated as:
feost = alDcon + bAyar + c max(Monopym — Monogpec, 0) (3.38)

wherec is a weight factor, and/ono,.. is a user specified quantity to represent the
maximum number of monomial terms allowed in each constrafntigher value of
Monogpe. could result in more pruning, but at the cost of a potentialvstiown in
obtaining the solution of the GP optimization problem. THusadjusting thél/ono..
parameter, the user can choose an engineering tradeofedetthe runtime and the
amount of pessimism reduction desired in the gate sizingguhare.

In the next section, we elaborate on another heuristic ndetihdurther reduce the

pessimism in our formulation.

3.4.5 Using Variable Size Ellipsoids

The graph pruning procedure of [VC99], explained in SecB@h4, helps in eliminating
many intermediate arrival time variables, and reduce tbblpm of variation overesti-
mation in our formulation. However, as described in the jnes section, it may not be
possible to remove all intermediate nodes from the grapd|eave only the ones corre-
sponding to the primary inputs and the primary outputs umgadu The number of fanins
and fanouts of a node increase monotonically during theipguorocedure. Therefore,
for a given pruning cost of Equation (3.38), if a node is utehle for pruning in any it-
eration of the pruning method, i.e., it has a positive prgmost, it will never be pruned
under the same criterion. Due to the presence of the unpnoaes in the circuit graph,
the pessimism in our optimization formulation is not contgle eradicated.

We present another method, to be employed after the graptingrprocedure, to

further reduce the excessive margins from the timing caigs formulated at the un-
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pruned nodes of the graph. This method is based on settirplemargins at different
topological levels of the circuit. We use a simple exampteust consisting of just two

inverters to explain this method.

Us U

>0 >0

T

Figure 3.7: An example circuit to explain the use of variadilee ellipsoids to reduce

the pessimism in the robust GP formulation.

Consider the circuit of Figure 3.7 consisting of two invergates. For this simple
circuit, the intermediate node, corresponding to the dyppuof the first inverter, can
be easily removed to formulate the path delay constraintvever, for the purposes of
exposition of the method of using variable ellipsoids, waexdbemploy any pruning and

formulate the constraints for this circuit as:

d1(X0)+Vg1)%?l§1(vﬂod1(xoag)59) < t (3.39)

t1 + da(Xo) + vg?zzé>52(vgod2(X0, 2)0Q) < Typee (3.40)

We use different guard-bands for the constraints (3.39)(antD), by employing two
uncertainty ellipsoidd,/; andU, given by:

U ={Q:(2—Q)"P 12— Q) <vi} (3.41)
U ={Q: (2 —Q0)" P71 (2 — Qo) <43} (3.42)
wherei; < 1. As explained in Section 3.3.4, we can use the CDF tableseofth

distribution to associate probability values, and a, with the ellipsoidsU; and Us,

respectively. As); < 19, it follows thata; < as.
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A simple probabilistic analysis to achieve the timing yieldthe circuit of Figure
3.7, provides insights into the idea of using variable sbips. Using the bounded

ellipsoid model for parameter variations, we first define tasadom variables; andj,

as:
b = max (Va,di(X, 2)09) — (wadi(X,2)) (3.43)
By = vgg)%@(vnod?(x,mm)—(vmdz(x,g)) (3.44)

The random variables defined in Equations (3.43) and (3rdite to the values; and

Qo AS ©

a; < Pr(B >0) (3.45)
az < Pr(8>0) (3.46)

By using a smaller ellipsoid/; to guard-band the timing constraint of (3.39), we as-
sociate a smaller probability;, as a lower bound on the chance that this small design
margin would be sufficient to meet the constraint in the faiceaniations. However,
even if the design margin is not sufficient to meet this causty corresponding to the
case that; < 0, by employing a larger ellipsoit,, and the corresponding bigger prob-
ability «, to pad the timing constraint of (3.40), we have a better ckan compensate
for the violation of constraint (3.39). MathematicallyAfis the probabilistic event that
constraint (3.39) is not met, arglis the event that the circuit fails to meet the specified

delay, the following relation holds

Pr(BJ/A) = Pr(f <0)Pr(f8:>0/81 <0)Pr((|51| > |6])/B2 > 0,5 < 0)
+Pr(f; <0)Pr(f < 0/8; <0) (3.47)

The use of a larger ellipsoi@, with an associated lower bound probability <

Pr(B, > 0), ensures that for the cases whén< 0, the termPr(3, < 0) and the

°Since the parameters of the two inverters may be correl&gaation (3.47) con-
tains terms corresponding to conditional probabilities.
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conditional probability termPr((|51| > |52])/52 > 0,51 < 0) in Equation (3.47) are
reasonably small. Therefore, the scheme of using a smakgu margin for a lower
topological level, followed by a sufficiently large desigrargin for higher levels can
still provide the necessary guard-banding to achieve tegeatbtiming yield.

For a general circuit withk topological levels, we emplok uncertainty ellipsoids,
Uy, Us, --- , Uy, characterized by the constants, vs, - - - , ¥, With @)1 < 10y < -+ <
Y. Since it is extremely difficult to relate the individualipBoid sizes with the timing
yield specification, we heuristically choge to correspond to the lower bound on the
timing yield oy, and progressively decrease the constants, - - - , ;. The value of
Yy is determined from the tables of thé distribution. The margins at logic levels,

1,---,k — 1, are determined by setting:
a=op—7v(k—=1) i=1,--- k-1 (3.48)

where~ is an empirically determined factor. Using smaller timingmgins at lower
topological levels, as compared to choosing the same matgilhlevels, corresponding
to the lower bound on timing yield,, helps in reducing the pessimism in our formula-
tion.

It should be noted that this scheme of using variable sizigaselds is employed
for the unpruned nodes, only after the graph pruning ste grlph pruning method
of [VC99], followed by the heuristic scheme of keeping vhaleaguard-bands at differ-
ent topological levels of the final pruned circuit, signifitds reduces the problem of

overestimation of variation in our gate sizing procedure.

3.4.6 Incorporating Spatial Correlations

We use the grid based spatial correlation model of [CSO3][aB&03] to incorporate
the intra-die correlations between the parameters vanatihat exhibit spatial depen-

dence, such as the transistoand ..
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. D

o

Figure 3.8: A grid based spatial correlation model. The lays divided into a3 x 3
grid. The gates in the same grid are assumed to have a peofeelation. Gates in the
nearby grids are assigned a high correlation factor, anddkes in far away grids are

assigned a low or a zero correlation factor.

Figure 3.8 refers to such a model, where the layout area igipaed intom = 9
grids. The widths (channel lengths) of the devices locateade same grid are assigned
a perfect correlation factor, device widths (channel laspin nearby grids are assigned
a high correlation factor, and the ones in far away grids fzal@v or zero correlation
factor. As seen in Figure 3.8, gatfk,2} have perfect correlation between their widths
(channel lengths), gat€d,3} and{2,3} have high correlations, where as gaf{és4}
and{2,4} are uncorrelated.

For a random vectdn representing the variationsimnandL,, and its corresponding
covariance matrix?, the entryP,; = o,0,p;; denotes the covariance between compo-
nents; and; of €2, whereo is the standard deviation of each random variable, @and
is the correlation factor between the random variablasd j. By employing the spa-
tial correlation model of Figure 3.8, the correlation fadb@tween all elements @
is computed, and stamped out in matfix The ellipsoid uncertainty model, described

in Section 3.3.3, then incorporates the impact of correfetin the robust optimization
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formulation.
The following simple example explains how the correlati@ns captured by the
uncertainty ellipsoid. Consider a simple constraint imutd the transistor widths of

two gates:

Kiwn
W

t; + <t (3.49)

For simplicity, we assume that the gate widths, andw,, are the only two varying
parameters, and the other parameters are subsumed in g8tartdn . Furthermore, we
assume that the gates are placed in the same grid of thel spatedation model, hence,
the variations in the two gate widths are same, b&;, = dw,. If the nominal gate sizes
are also assumed to be identical, i;,, = ws,, the effect of process variation can-
cels out in the numerator and denominator of (3.49), and modybanding is required.
To verify that the ellipsoid uncertainty correctly incorptes this perfect correlation
scenario, we apply our robust optimization procedure toctirestraint of (3.49). Gen-
erating a first order Taylor series expansion of the congteabund the nominal values

(wn,,ws,), and applying the ellipsoid uncertainty yields:

K K, (P2 K pPl/2
t] + ﬂ _|_ max ( 1( u)l . lwlo ( - u)2) S ti (350)
Wy, Vallulo<e  ws w3,

However, since we have perfect correlation betweerandw,, the correlation factor,

p12 = po1 = 1. Therefore, the correlation matrik is given by:

2
ag g10:
1 192
P =

0102 O'g

Furthermore, since the variationsdin andw,, and the mean values are same, we must
haveo; = o5. It then follows that for all vectorss = [uq, us], which characterize the
uncertainty ellipsoid, we have?'/?u), = o?u; +o100uy = (PY?u)y = 02uy+0109uy,

and the variational term in (3.49) is:

Kl(P1/211)1 Klwlo (P1/211)2

Waq w20




Thus, the ellipsoid uncertainty model easily captures tfeets of correlations between
random variables, and incorporates the same in the optiimzprocedure. Incorpo-
rating the correlations in gate sizing optimization pragedreduces the pessimism in-
volved with a worst-casing scheme, and provides opporasmfbr saving expensive

design resources.

3.4.7 The Complete Sizing Procedure
The complete gate sizing procedure can be recapitulateldeipliowing steps:
1. Generate the initial non-robust timing constraints bysaA procedure.

2. On the original circuit graph, employ the graph pruninghod of [VC99], de-
scribed in Section 3.4.4, to remove as many intermediatesiad possible ac-

cording to the pruning cost function of Equation (3.38).

3. For the final pruned graph, generate new timing consgaising the edge anno-

tations in the final pruned graph.

4. Generate a first order Taylor series expression for eagsti@nt at the nominal

values of the parameters.

5. Employing the uncertainty ellipsoid model, transforneleaonstraint to a set of
robust constraints as described in Section 3.4.2. For tlfs sise variable size

ellipsoids at each topological level of the circuit, as exped in Section 3.4.5.
6. Solve the resulting GP by using convex optimization tools

The solution of the convex optimization problem provides ¢fate sizes for the circuit

that minimize the area objective, subject to the specifimihty yield constraints.
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3.5 Experimental Results

The proposed robust gate sizing procedure was implememt€d+, and an optimiza-
tion software [Mos] was used to solve the final GP. All expenms were performed on
P-4 Linux machines with a clock speed of 3.2GHz, and 2GB of orgnThe robust gate
sizing technique was applied to the ISCAS 85 benchmark it&rctihe cell library se-
lected comprised inverters, and two and three input NANDM@XIR gates. We assume
capacitive loading for the gates. For simplicity we consithe variations in the tran-
sistor width, and the effective channel length as the onlyses of variation. However,
our approach can be easily extended to incorporate varibes parameters of variation
for the gate and interconnect delays. We use a simple Elnmeday anodel to generate
posynomial gate delay models. Our approach can work juseligaw any other posyn-
omial based delay models, such as the ones based on ges@igynomials proposed
in [KKS98].

We use the spatial correlation model of [ABZ03] and [CSO3pemerate the el-
ements of the covariance matriX To use these spatial correlation models, we first
place the circuits using the placement tool Capo [CKM], arehtdivide the chip area
into different number of grids, depending on the circuiesigo that each grid size is
no greater than 50 x 50 . The standard deviations of theand L. parameters are
chosen from [Nas00] for &0 nm technology node. The objective function chosen for
the optimization is to minimizelrea = ), a;w;,, whereq; is the number of transistors
in gate:. For each circuit, the value df;,.. is chosen to be the point of 15% slack,
i.e., Tspec = Dimin + 0.15(Dinaz — Diin), WhereD,,,;,, and D, are, respectively, the
minimum and the maximum possible delays of the circuit, tbbg setting all gates to
the minimum and the maximum size, respectively.

We implement the graph pruning technique of [VC99] to adsltke problem of
overestimation of variation. As described in Section 3.4d set the pruning cost of a

node asf o5t = A on+0A o+ max(Monoyym — Monogp.., 0). For this cost function,
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we chooser = 1.5, b = 1, ¢ = 1. We choose different values for the tethonogpe.,
that determines the maximum number of monomial terms abiomveeach constraint.
As described in Section 3.4.5, we employ smaller sized taicty ellipsoids at lower
topological levels of the circuit, and progressively irase the ellipsoid size at higher
logic levels. The size of the largest ellipsoid employedhat highest logic levek,
characterized by)y, is chosen to correspond to the lower bound on the timinglyiel
specificationpy,. The value ofy, is determined from the tables of thé distribution.
The margins at logic levels, - - - , k£ — 1, are determined by using Equation(3.48) and
choosing the factofy to be in the interval 0f0.05, 0.10], which corresponds to a 5%-
10% decrement from the value of, that specifies the lower bound on the timing yield.
The value of eacly;, corresponding to the; in Equation (3.48), is determined from the
CDF tables of the Chi-square distribution.

In the first set of experiments, we compare the gate sizingtisol obtained by our
method with a deterministic gate sizing solution. The dateistic gate sizing is also
formulated as a GP, using the formulation of 3.4, but it doatstake into account the
effect of parameter variations. For our robust optimizapoocedure, we set the lower
bound on timing yieldq,, = 85%, and choose the value 8f ono,.. = 35. To simulate
the effect of parameter variations, we perform Monte Carlalysis. We refer to the
set of gate sizes obtained from the deterministic, and thestooptimization aXo,_,
andX,_, , respectively. Using these sizes, we genetat®00 samples each, from two
multivariate normal distributionsy; (Xo,.,, P) and Ny(Xo_,, P). Next, we perform
an STA for each of these samples, and record the number of timeecircuit meets the
specified target delay. The timing yield of the two optimiaas are then determined as
yieldgey = nger X 100/M, andyield,,, = n.o X 100/M, whereng,, is the number of
samples drawn from th&/; (X,,_,, P) distribution that meet the timing requirements,

andn,., is the number of samples drawn from thig(X,__, , P) distribution that meet

rob’

the specified target delay. The total number of Monte Cantoges is given byV/ =

10000. Table 3.1 contains the relevant data for this comparison.
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Deterministic Design Robust Design
Ckt Gates| Area | Yieldy;% | Runtime (sec)| Area | Yield,,,% | Runtime (sec)
C432 | 616 | 1.00 | 22.31% 3 1.12 | 99.91% 15
C499 | 1262 | 1.00 | 30.34% 2 1.18 | 99.94% 23
C880 | 854 | 1.00 | 28.46% 8 1.10 | 99.92% 18
C1355| 1202 | 1.00 | 32.34% 12 1.15| 98.89% 31
C1908| 1636 | 1.00 | 35.14% 18 1.14 | 99.56% 159
C2670| 2072 | 1.00 | 39.91% 30 1.17 | 99.83% 189
C3540| 2882 | 1.00| 33.31% 25 1.08 | 98.82% 212
C5315| 4514 | 1.00 | 38.46% 43 1.12 | 98.76% 579
C6288| 5548 | 1.00 | 37.45% 58 1.14 | 99.22% 742
C7552| 6524 | 1.00 | 34.78% 90 1.17 | 99.13% 845

Table 3.1: A timing yield comparison of deterministic antdust gate sizing solutions.

The first column in Table 3.1 lists the benchmark circuit, #melnumber of gates
in each circuit is shown in column two. The timing yield of theterministically sized
circuits, Yield,., is listed in column four of the table. Since the non-robugegsizing
method does not take into account the effect of variatidrestiming yield, as expected,
is quite low for these circuits. Our robust sizing methodnelates these timing viola-
tions by keeping adequate design margins. Column sevehdisiming yield,Y ield,.»,
of the robustly sized circuits. It should be noted that a ealfic, = 85%, as a lower
bound on the timing yield, is sufficient to provide an actual¢ of about 99% for all
benchmark circuits. The area overhead that the robustitsrcave to employ to safe-
guard against the parameter variations is shown in sixtimaenlof Table 3.1. At the cost
of an area increase of about 8% to 18%, the robustly sizeditdrare able to eliminate
almost all timing violations. The runtimes of the determatigally, and robustly sized
circuits are listed, respectively, in columns five and eighthe table. As seen in the

table, the robust methods is much slower than the detertigisizing procedure. The
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steps of employing graph pruning, and the increased prokleenof the robust gate
sizing procedure due to the presence of robust variables@mstraints lead to this rela-
tively higher runtimes. However, the overall runtimes & thate sizing method are very

reasonable.

Timing Yield for the Same Area Worst-Case (WC) and RobusbjRzesigns

ap = 0.55 ap = 0.65 ap = 0.75 ap = 0.85

Ckt
wcC Rob Area wC Rob Area wC Rob Area wcC Rob Area

C432 45.63% | 68.65% | 1.05 86.78% | 97.03% | 1.08 91.62% | 98.14% | 1.10 93.12% | 99.91% | 1.12
C499 51.45% | 63.45% | 1.08 67.12% | 74.28% | 1.11 85.12% | 97.01% | 1.14 94.20% | 99.94% | 1.18
C880 52.36% | 67.52% | 1.03 77.38% | 88.50% | 1.06 88.42% | 97.34% | 1.08 92.38% | 99.92% | 1.10
C1355 | 55.78% | 75.21% | 1.08 66.17% | 84.89% | 1.11 82.66% | 98.11% | 1.13 91.43% | 98.89% | 1.15

C1908 | 50.67% | 72.76% | 1.06 70.69% | 87.14% | 1.10 84.53% | 96.67% | 1.12 93.89% | 99.56% | 1.14
C2670 | 56.32% | 73.68% | 1.08 72.86% | 88.21% | 1.11 89.23% | 95.33% | 1.14 92.34% | 99.83% | 1.17
C3540 | 60.22% | 78.14% | 1.02 76.15% | 89.12% | 1.04 89.32% | 95.56% | 1.06 94.14% | 98.82% | 1.08
C5315 | 55.81% | 74.98% | 1.05 75.50% | 87.67% | 1.08 90.56% | 96.89% | 1.10 93.45% | 98.76% | 1.12

C6288 | 55.39% | 77.16% | 1.07 69.79% | 88.12% | 1.10 85.78% | 95.78% | 1.12 91.91% | 99.22% | 1.14
C7552 | 49.08% | 70.48% | 1.08 66.21% | 85.56% | 1.12 83.89% | 94.54% | 1.15 90.11% | 99.13% | 1.17

Table 3.2: A comparison of the robust and worst case gategsii@signs using the same

area.

We perform another series of experiments to compare ouoapprwith a gate siz-
ing methodology employing a conventional worst-case aegpproach. The worst-case
designs are obtained by iteratively solving the standardo@#for delay specifications
tighter than the original required target delay, until tihesaof the worst-case design is
the same as that of the robust design. These circuits arelésigned using an in-built
guard-band, determined by the difference of the origingiadelay and the tighter de-
lay specification. Furthermore, to explore the area-rotesst tradeoff we vary the size
of the largest uncertainty ellipsoid used, by choosingedé#ht values of the factar,,
that determines the lower bound on the timing yield of theustly sized circuits. For
these experiments, as before, we set the valugg@fo,,.. = 35, to define the pruning
cost function of Equation (3.38). Having sized these cisswe perform Monte Carlo
simulations to determine the timing yield of the worst-casd the robust circuits.

Table 3.2 lists the results of these experiments. As seen the table, the num-
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ber of timing violations reduces with increase in area, fothlthe worst-case and the
robust circuits. However, in all cases, our robust designanbetter timing yield than
the worst-case design having the same area. On an averagebtlst design has about
12% greater timing yield than the worst-case design haviegsame area. The bet-
ter performance of our robust sizing solution is not surpgsecause of the fact that
the spatial correlation information, stored in tRematrix, is used by the optimization
scheme. The worst-case circuit is expected to have a largéhead, since designing
by setting tighter delay specifications results in rendggntical some of the earlier
non-critical paths. Therefore, the optimizer now has toraggjvely size the gates on
these paths, which results in greater transistor area tttaally required. Since, the
runtimes for our robust gate sizing solutions are not pritikiédy high, the user can run
the optimization for different values afy, to select the amount of robustness required
against the process uncertainties, at the cost of additihiaarea.

In the next set of experiments, we investigate the usefaloéshe graph pruning
method, and employing different sized ellipsoids, in redg¢he pessimism in our ro-
bust formulation. We first employ graph pruning, and usealde sized ellipsoids to
optimize the benchmark circuits. At the highest topolobaecuit level, we use the
largest ellipsoid corresponding to a valuengf= 0.65. At the lower topological levels,
we progressive decrease the ellipsoid size by choosing erleyas given by Equation
(3.48). We use a value dff ono,,.. = 35 to set the pruning cost according to Equation
(3.38). These circuits are referred tolash, designs. Next, we optimize the benchmark
circuits without any pruning, and using the same sized ®ligs at all nodes, deter-
mined by the values of, = 0.65. These optimized circuits are referred to /ash,
designs.

Table 3.3 contains the results of these experiments. Thesyad the two designs,
Yield,.,, andYield,q,, are listed, respectively, in columns seven and ten of thie ta
The area employed by thieob; and Rob, designs are shown, respectively, in columns

six and nine of the table. As seen from this data in Table 8@ designs employing
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Deterministic Design Rob; Design Robs Design
ckt Gates | Area Yieldge: % Runtime (sec) | Area | Yield,op, % Runtime (sec) | Area | Yield,op, % Runtime (sec)
C432 616 1.00 22.31% 3 1.08 97.03% 15 115 98.32% 14
C499 1262 1.00 30.34% 2 111 74.28% 23 117 76.78% 21
C880 854 1.00 28.46% 8 1.06 88.50% 18 114 90.23% 16
C1355 1202 1.00 32.34% 12 111 84.89% 31 1.20 85.34% 27
C1908 | 1636 1.00 35.14% 18 1.10 87.14% 159 1.22 89.12% 123
C2670 | 2072 1.00 39.91% 30 111 88.21% 189 1.24 89.03% 158
C3540 2882 1.00 33.31% 25 1.04 89.12% 212 117 90.32% 181
C5315 4514 1.00 38.46% 43 1.08 87.67% 579 1.23 89.32% 398
C6288 | 5548 1.00 37.45% 58 1.10 88.12% 742 1.24 90.45% 587
C7552 | 6524 1.00 34.78% 90 112 85.56% 845 1.27 87.29% 693

Table 3.3: A comparison of robust gate sizing solutionshwaitd without using graph

pruning and variable size ellipsoids.

the heuristic techniques of graph pruning, and using vhrisize ellipsoids use about
7% to 15% lesser circuit area compared to the design withowpauning, and using
a constant size ellipsoid. The timing yields Bbb, designs are only slightly better,
< 2% for all circuits, compared to the timing yields &b, design. This indicates that
employing the graph pruning method, and the strategy ofikgegriable guard-bands
for the timing constraints, leads to considerable pessmnégiuction in our optimization
formulation, without a significant loss in the timing yield the circuit. The runtimes
for the Rob, designs are smaller comparedRob, designs. This is due to the fact the
robust constraints of (3.25) and (3.26) have fewer monoteiahs for the procedure
not employing any pruning compared to the one that prune sotarmediate nodes.
As a result, the constraint functions are sparser for th@éomethod, which helps in
speeding up the optimization. The absence of the graph mywstep also makes the
procedure forRob, design run faster.

In the last set of experiments, we explore the tradeoff alethby tuning the pruning
cost function by changing the value of théono,,.. term, which regulates the maximum
number of monomials allowed in a constraint. This term inghening cost of Equation
(3.38) helps in preventing the constraint Jacobian matomfbecoming immoderately

dense. Table 3.4 contains the results of these experim@atseen in the table, as the

129



Monospec = 20 Monospec = 35 Monospec = 50
Ckt
Area | Yield | Runtime (sec)| Area | Yield | Runtime (sec)| Area | Yield | Runtime (sec)
C432 | 1.09 | 97.58% 15 1.08 | 97.03% 15 1.07 | 96.89% 17
C499 | 1.11 | 74.89% 22 1.11 | 74.28% 23 1.10 | 74.10% 25
C880 | 1.07 | 88.91% 18 1.06 | 88.50% 18 1.05 | 87.78% 20
C1355 | 1.12 | 85.12% 29 1.11 | 84.89% 31 1.10 | 83.67% 33
C1908 | 1.10 | 87.89% 147 1.10 | 87.14% 159 1.09 | 86.57% 172
C2670 | 1.13 | 88.95% 176 1.11 | 88.21% 189 1.10 | 87.34% 231
C3540 | 1.06 | 90.05% 200 1.04 | 89.12% 212 1.04 | 88.78% 294
C5315 | 1.09 | 88.34% 504 1.08 | 87.67% 579 1.07 | 86.89% 681
C6288 | 1.13 | 89.57% 657 1.10 | 88.12% 742 1.08 | 87.34% 920
C7552 | 1.14 | 86.78% 784 1.12 | 85.56% 845 1.10 | 84.12% 1027

Table 3.4: A comparison of the robust gate sizing designainétl by changing the

pruning cost function of Equation (3.38).

value of Mono,.. term is increases, the runtime of the procedure increasesthg
larger benchmark circuits, the slow down of the optimizesigmificant, e.g., for C6288
circuit, the runtime increases by almost 40% by increadiggvielue of thell onogp..
term from 20 to 50. This is due to the fact that for larger disuwith thousands
of constraints, the sparsity of the large constraint mdias a greater impact on the
speed of the convex optimization tool. Although, the rumtiof the robust optimization
method increases, for higher values\iédnos,.. term, there is also a greater reduction of
pessimism in the formulation, due to more aggressive pounihis results in lesser use
of the circuit area for a higher valuer 8f ono,,.. term. For example, for C6288 circuit,
there is a 5% reduction in area by increasing the valu& of.o,.. from 20 to 50. The
timing yield is not significantly impacted by changing théueof the M onog.. term.
Based on this runtime and reduction in circuit area tradeb#f user can appropriately
set the value of\/ ono,,.. term to be employed in the pruning cost function of Equation
(3.38).
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3.6 Conclusion

In this chapter of the thesis, we have presented an optiizatethod to perform gate
sizing, as a technique to reduce the impact of uncontralabbcess variations. Our
procedure is a worst-casing methodology that tries to keegrtsdesign margins to
safeguard against the effect of variations. To enable effiadptimization, we employ
various reasonable and realistic assumptions. Assumingjtavariate normal distribu-
tion for the process-driven parameter variations, an uairgy ellipsoid set is employed
as a bounded model for these variations. This uncertaitipseld, defined by the ap-
propriate covariance matrix of the varying parameterriporates the effect of spatial
correlations in the optimization set up. The multivariat@uSsian assumption for pa-
rameter distributions allows the use of Chi-square CDFemtn specify a lower bound
on the timing yield of the circuit. Using posynomial delay deds, the optimization for-
mulation for the gate sizing procedure is relaxed to a genongtogram, that is solved
using convex optimization tools. We use first order Taylareseexpansions of these
posynomial delay functions, to generate the variatiomah$eof the timing constraints.
In the optimization procedure, we use the results of wetivikim Cauchy Schwartz
inequality to add guard-bands to protect against the waasé effect of variations. To
reduce the pessimism associated with the node-based fationylwe employ the tech-
niques of graph pruning and heuristically choosing vadatted ellipsoids at different
topological levels of the circuit. We use Monte Carlo analyte verify the results of
our optimized designs. Experimental results show thattfersame transistor area, the
circuits sized by of our robust optimization approach harean average, 12% fewer
timing violations as compared to the gate sizing solutidnisioed via the traditional,

deterministically based guard-banding method.
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Chapter 4
Statistical Timing Analysis Incorporating

Correlated Non-Gaussian Parameters

In Chapter 3, we presented an optimization method in theepesof process-driven
uncontrollable variations. In this chapter, we presentagisgical timing method, to
determine the timing characteristics of a circuit, in thegance of process parameter
variations. The proposed method can predict the timingdyaélthe circuit by eval-
uating the circuit delay probability distribution funatis, and may be used inside an

optimization engine to achieve the desired timing yield.

4.1 Introductionto SSTA

As transistor and interconnect geometries shrink, theaedlevel of control over the
chip fabrication process results in significant levels afatsoon in process parameters
such as the effective channel length, gate width, gate dRidkness, dopant concentra-
tion, and interlayer dielectric thickness. These variaioreate randomness in the be-
havior of circuit-level electrical parameters, such ag@atd interconnect capacitances,
transistor on-resistances, threshold voltages and vistaeses. The prediction of chip
timing characteristics in the face of these process-drigadom parameter uncertainties
remains a challenging problem.

Traditionally, to safeguard against this variability, at&t timing analysis (STA) pro-
cedure is employed at different process corners, and nsaagaintroduced in the design
based on the STA results. This worst case design, correspptaithe process corners,
where the gate and wire delays are at their extreme levedaresthat the design would
work for any other values of gate and interconnect delayswéver, with increasing

levels of variations, the corner-based method becomesactipal and computationally
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expensive. The number of process corners that must be evadigrows exponentially
as the number of uncertain parameters increase. Moredverarner-based method
does not utilize any statistical information about the a@oins of parameters, such as
the correlations between the process variables arisimg fhe spatial proximity of the
manufactured transistors on chip, or from the structuraperties of the circuit such as
path reconvergences, and hence can result in overly pessigand suboptimal designs.
The results of variation-aware timing are eventually regghto be used for a circuit op-
timization tool. Since, the multi-corner-based methodglproduces overly pessimistic
estimates of a circuit timing characteristics, any optatian tool using these results
could lead to a design employing much more resources thamlhctequired. This
would adversely impact the other performance measuresedfitbuit, such as the cir-
Cuit power.

Monte Carlo simulation provides an alternative means tosmesathe probability
distributions of the delay of a circuit. This method is baseda sampling and simu-
lation framework. In an iterative process, a sample of theetain process variables
is drawn from the underlying distributions of the variableed an STA is performed.
For each sample, the result of the STA is recorded, and thHeapility distributions of
the timing characteristic is inferred by binning each delalpe into discrete bins, cor-
responding to some delay ranges. However, for sufficientracy, the Monte Carlo
methods require thousands of samples. Since each delag, \@tresponding to one
sample, has an expensive cost of one STA method, the ovemitéVlCarlo simula-
tion technique becomes extremely prohibitive for even medsize circuits comprising
thousands of gates.

As a result, the field of statistical static timing analyS${TA) has recently become
an active area of research. An SSTA procedure aims at etlicieredicting the prob-
ability distribution function (PDF) and the cumulative @ibution function (CDF) of
the delay. In other words, SSTA evaluates the statisticfidutions of the delay from

the statistical information of sources of variation. A cartagionally efficient SSTA
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algorithm facilitates the easy prediction of timing yieéohd can be used within an opti-
mization engine to robustly optimize the circuit in the gmese of parameter variations.

In the next section, we review some previous SSTA methods$jrathe other sec-
tions of this chapter, we explain our proposed extensioméostatistical timing algo-
rithms to efficiently incorporate non-Gaussian parameigvariation. An early version
of this work was published in [SS06a].

4.2 Previous Work

Existing SSTA algorithms have many flavors: they may be aited or block-based;
they may assume Gaussian or non-Gaussian distributiasntay be parameterized in
expressing all delay variables in terms of underlying pat@ms or not; they may incor-
porate spatial correlations due to physical proximity of; mnd so on. In [DK03], the
authors provide a non-parameterized method to perform Si$ablock-based manner.
This method is based on performing statistical operatidritbeassumed independent
arrival time and random variables, by piecewise-linear etiod of CDF of variables.
The authors of [OB04] present another non-parameterizdd $8cedure to estimate
the bounds on the circuit delay PDF and CDF. In contrast,rpaterized methods for
SSTA provide a convenient framework for analyzing the reteghip between the sta-
tistical information of the sources of variation to that bétcircuit delay distributions,
and are more useful in practice. A parameterized model alables efficient com-
putation of the statistical sensitivities of the circuilaewith respect to the varying
parameters [LLCP05,ZSSNO05, XZVV06].

Practical parameterized SSTA algorithms are block-baseeiure, i.e., they prop-
agate the distributions of the delay from the primary ingatthe primary outputs of a
circuit using a PERT-like (Program Evaluation and Reviewhreque) [KC66] traver-
sal of the circuit graph. One of the exceptions is a pathh&%TA method proposed
in [AMK *05]. In this work, the authors provide a simple procedurestidqyrm statistical
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timing analysis using a path-based scheme, as a post-pnogesep, after identifying
a sufficiently large number of critical paths by a deterntiniSTA. The parameterized
block-based SSTA algorithms [CS03, VRB4, LLP04, ZSLP05, ZCHO05] provide ef-
ficient methods for performing statistical timing analysiader the assumption of nor-
mality of parameter distributions. In [CS03], a novel SSTidygedure is proposed by
approximating all delay and arrival time random variablediaear functions of cor-
related parameters. By assuming that the random vectorprising of the parame-
ters of variations, has all its components following a Gausdistribution, a principal
component analysis (PCA) transformation techniques isl@ed to generate another
random vector comprising of components which are statibyicndependent Gaussian
random variables. A similar work [VRK04] assumes Gaussian modeling of parame-
ters and linear delay representation to perform efficiedi&s8oth these works, [CS03]
and [VRK'04], use Clark’s closed-form formulae [Cla61] to approxieise maximum
of two Gaussian random variables as another Gaussian ravdoable. The authors
of [LLPO4] also propose a linear Gaussian SSTA procedureirbpldgying the com-
putations involving a set of correlated normal variablesng the PCA method. The
algorithms presented in [ZSLPO05] and [Z€6b] provide techniques for performing
SSTA using quadratic delay models of Gaussian parameters.

For all of the abovementioned Gaussian SSTA algorithmsseamption of normal-
ity of process variations lends itself rather well for geategrg closed-form expressions
for the delay and arrival time PDFs. Although correlation atatistical dependence
between random variables tends to increase the complex@pdA, recent work has
presented efficient techniques for handling such cormglatunder Gaussian distribu-
tions, using PCA to perform a simple variable transfornratidhis transformation en-
ables efficient SSTA, representing delays and arrival tiasefinctions of a new set of
orthogonal, statistically independent Gaussian randamligs.

However, the normality assumption is not always valid [DBKOand it is well

known that some process parameters deviate significaotty & Gaussian distribution.
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For example, via resistances exhibit an asymmetric prdibabistribution [CZNV05],
and the dopant concentration density is also observed tceleanedeled by a Poisson
distribution: a normality assumption may lead to significemurces of errors in SSTA.
Some recent works [CZNV05, KS05] propose SSTA methods thatwhy with the as-
sumptions of normality for the parameter distributiond,tbuhe best of our knowledge,
no prior approach is scalable to handle large number of nens&an parameters, or
has presented an efficient SSTA solution under correlateeGaussian parameter dis-
tributions. In [CZNVO05], the solution to tackle uncorreddtnon-Gaussian parameters
employs a numerical integration technique. However, théhoteof numerical integra-
tion in higher dimensions has an exponential computatioomdplexity with respect to
the number of non-Gaussian parameters. Thus, the methoeffc@antly handle only
a few non-Gaussian sources of variation, and the runtime doescale well with the
number of such sources. The SSTA framework of [KS05] is garerough to consider
both Gaussian and non-Gaussian parameters of variati@im@as the non-Gaussian
parameters are uncorrelated. However, the techniques i@ti@ regression strategy that
requires a Monte Carlo simulation in the inner loop of the §$focedure. Such a tech-
nique is unlikely to scale well for large circuits with nuroes sources of variations.
From the discussion of the existing SSTA methods in thisi@ecthe procedures

can be broadly classified into the following four categaries

1. Linear, Gaussian SSTAhese methods employ a linear delay representation and
assume normality of parameter distributions. Some exangfi¢he techniques
that offer an efficient and an accurate solution within thass of SSTA algorithms
are [CS03, VRK 04, LLP04, AMK™05].

2. Nonlinear, Gaussian SSTAhese SSTA algorithms use a nonlinear delay model,
in particular, a quadratic representation of all gate datayarrival time variables,
but still assume that all parameters as Gaussians. The wbiEsSLP05] and
[ZCHT05] fall into this category of SSTA methods.
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3. Linear, non-Gaussian SSTAhis class of SSTA procedures consists of techniques
that do away with the Gaussian assumption for all paramdtatsstill employ a
first order delay model. Our SSTA method, presented in thigepas the only

efficient and scalable known work for this class of algorighm

4. Nonlinear, non-Gaussian SSTAhese SSTA methods are a superset of the other
three classes, and cover the most general case for perfpstatistical timing
analysis. Such SSTA procedures not only use a general eanlgelay model,
they also allow the parameters to be non-normally distedutThe methods of
[CZNV05] and [KS05] are two such examples of these generdAS#gorithms.
However, as mentioned before, these works rely on computaty expensive
techniques, and are not scalable to a large number of vasiabt fact, even the
application of these methods to a simpler case of lineaesgmtation (the subset
of class 3 SSTA methods, as described above) is just as iretficThus, the
guest for an efficient SSTA technique for a nonlinear delaynféthat includes

non-Gaussian parameters of distribution, remains an vedoesearch problem.

Most SSTA methods focus only on evaluating the delay andartime distribu-
tions, and do not usually include input signal transitiondiinformation in their proce-
dures. However, in general, it is possible to extend thegaridhms to incorporate slew

distributions, as suggested in [CS05].

4.3 Outline of the SSTA Procedure

The main steps in our SSTA algorithm are:

1. Preprocessing to obtain an independent set of basis variads: We employ a
technique known as independent component analysis (ICAl, HBD99, HOOQO,
MP99] as apreprocessing steith the goal of transforming the random vector

of correlated non-Gaussian components to a random vectosavbomponents
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are statistically independent. We then compute momentsaafidlependent com-
ponents from the moments of the non-Gaussian parametersrtiidgionalize the
Gaussian parameters separately, performing PCA as in [CE8@ether, we refer

to this set of independent variables as ltlasis set

2. Moment matching-based PDF evaluation:Next, we represent the gate delays
as a linear canonical function of the basis set. From the m&sn&f the basis
set, we compute the moments of the gate delay variableslly;ine translate
the moments into an approximating PDF for the delay varghlsing a Padé

approximation-based moment matching scheme, as propo$edGP04].

3. Correlation-preserving statistical operations: We process the circuit in a block-
based manner, in topological order, computing the stasisium and max oper-
ations at every step to compute the extracted PDFs of theahtiime variables.
These variables are stored in terms of the linear canormoal through a moment-

matching procedure.

To the best of our knowledge, this is the only work that candfea large number of
Gaussian and non-Gaussian process parameters with tomelalhe correlations are
described using a grid structure, similar to that used i Swvhich handles Gaussian
distributions only. For a circuit withGG| gates and a layout with spatial correlation
grids, the complexity of our approach(¥g|G|), similar to the Gaussian case in [CS03].
In our implementation, we consider the effective channegtb, L., the transistor
width W, and the dopant concentratiaN, as the sources of variation. The parameters
L. andWW are modeled as correlated sources of variations, and trentiopncentration,
Ny, is modeled as an independent source of variation. The samework can be easily

extended to include other parameters of variations.
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[-4.0.-3.0) 0.000

[-3.0,-2.6) 0.000

[-2.6,-2.3) 0.006

[-2.3,-1.9) 0.022

[-1.9,-1.5) 0.072

[-1.5,-1.2) 0.092

[-1.2,-0.8) 0.128

[-0.8,-0.4) 0.106

[-0.4,-0.1) 0.120

[-0.1,0.3) 0.108 o | | |

[0.3,0.7) 0.122

[0.7,1.1) 0.110 0.12 Z\Zﬁyﬁ

[1.1,1.4) 0.070 0.10 AX

[1.4,1.8) 0.036 2 7Z

[1822) 0.002 haal

[2.2,2.5) 0.002 & 0.06}

[2.5,2.9) 0.004 o0al

[2.9,3.3) 0.000

[3.3,3.6) 0.000 002

[3.6,4.0) 0.000 o —— AL L A=
L, =Lt (nm)

L,

Table 4.1: A cumulative frequency table
for 500 randomly generated valuesbf Figure 4.1: A frequency histogram of the

with i, = 65 nm andoy, = 5.2 nm. L. values listed in Table 4.1.

4.4 Generating Moments from Process Data

It is important to note that our algorithm requires mininmguit information: rather than
relying on closed-form distribution of variational paraers, the knowledge of their
moments is sufficient for our scheme to generate the cir@ldyddistribution. This is
a desirable property for an SSTA method, as it is typicalfidailt to extract precise
distributions from process data, and it is more realistioldtain the moments of the

parameter variations from a process engineer. For instgnen the measurements of
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a particular parametex acrossV chips, " moment ofX, denoted byn, (), where

x represents a sample point, can be easily computed,és) = > 2*Pr(X = z).
The probabilityPr(X = z) can be calculated by binniAgll the measured values of
X in some small discrete intervdl$, ub), and then dividing the frequency of values in
each bin by the total number of samplgs This process is much easier than trying to fit
an accurate closed-form PDF expression for the measureds/af parametekX across

all N sample points, given by the value &fin each of theV chips.

my.(Le)
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Table 4.2: A table showing the first twenty Figure 4.2: PDF ofL. values

moments off, values listed in Table 4.1. listed in Table 4.1.

For simplicity, we ignore the intra-die variation for pararer X in this discussion.

2Binning sample points in intervals simplifies the compuatatby reducing the di-
mensionality of total number of sample points. Alterndiiyét is also possible to
use the raw process data to compute the moments by assigdisgrate probability,
Pr(X = x), to each sample point.
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To understand the moment generation process, considerssalihe effective chan-
nel length (.) as shown in Table 4.1. The table contains 500 randomly géegvalues
of L. with a mean ofi5 nm, and a standard deviation B2 nm. TheseL, values can
be thought of as measurements acrtyss- 500 chips, similar to the ones expected to
be extracted from the real wafer data. Table 4.1 is the cumaal&requency table for
the zero-mean, unit-variance variatilevalues, derived by subtracting from values,
the sample meanu(,_), and scaling the result by the reciprocal of the sampledstiah
deviation ¢ ). The probabilities of occurrence of the random variahlén each dis-
crete interval or bin in the rande-4, 4], shown in column one of Table 4.1, is computed
by simply dividing the frequency df. in the particular bin by the total number of mea-
sured points, in this cas®€ = 500. Figure 4.1, depicts the frequency histogram of the
L, values listed in Table 4.1. The solid dark line in Figure 4dryesponds to the PDF
of L.. As seen in the figure, it is extremely difficult to fit a closkedm expression that
would closely match this PDF.

However, the moments of tHe. values can be easily computed by using the relation,
mi(le) = 1" Pr(L. = L), where the values aPr (L, = I,) are shown in the second
column of Table 4.1. The first twenty such moments are listetable 4.4. The only
inputs required by our SSTA procedure are these momentsofatying parameters.
As will be explained in Section 4.9, using the moments astirthe moment matching-
based PDF evaluation method can generate closed-form PREsskons. Figure 4.2
shows the actual PDF df., the PDF corresponding to fitting a Gaussian distribution
to the data of Table 4.1, and the PDF obtained by using the mbmatching-based
PDF evaluation scheme. As seen from the figure, using the mism&ormation, it is

possible to derive the PDF df. that matches closely with the actual PDF.

3t is trivial to derive the PDF ofL., from the PDF ofL., as will be discussed in
Section 4.9.
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4.5 Non-Gaussianity in SSTA

The circuit delay distribution depends on a number of patarsesuch as the effective
channel length, transistor width, metal thickness, iakget dielectric thickness, dopant
density, and the oxide thickness. As pointed out in Sectidn dot all parameters of

variations can be accurately modeled by a normally disteidbsandom variable. More-

over, these non-Gaussian parameters may be correlatechio#er due to the effect of
spatial proximity. As a result, the approximation of paréene as normal distributions,
followed by performing a Gaussian SSTA, may lead to signifigaaccuracies in the

PDF and CDF of the circuit delay.

7 o o7’

1 2 1

Figure 4.3: A simple circuit example to illustrate the effetnon-Gaussian parameters

on the PDF of the circuit delay.

To illustrate the effect of such non-Gaussian parameterthermelay distribution,
we use a toy circuit, shown in Figure 4.3. We assuineand L., for each invertei to
be the random parameters of variation. Using a first ordelofagries approximation,

the delay of this circuit can be written as:
D = o —+ CL1.W1 -+ a2.W2 -+ bl-Lel -+ bQ.LQQ (41)

whereas, as, by, andb, are the sensitivities of the delay with respect to the zeeam
randomly varying parametei$’, W,, L.,, andL.,, respectively, ang is the nominal
delay of the circuit. Next, we perform a simple Monte Carlmslation to evaluate the
PDF of the circuit by considering the following four scemwati

Case 1 {W,;, W,} are modeled as uniformly distributed random variablés-i3oyy, /30w ],

and{L.,, L., } are assumed to be Gaussian random variables with a norrrébuaii®n
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N(0,0r,). Furthermore, all parameters are assumed to be statigiivdépendent with
respect to each other. Figure 4.4(a) illustrates the PDReo€ircuit delay for this case.
Case 2 Employing the same model for the distributionslof and L. parameters as
above (Case 1), but assuming thEf is perfectly correlated withl, and L., is per-
fectly correlated with..,. The circuit delay PDF for this case is shown in Figure 4.4(b)
Case 3 {L.,, L.,} are modeled as uniformly distributed random variables in
[—V/301.,V301,], and{W;, W,} are assumed to be Gaussian random variables with a
normal distributionN (0, oy, ). Furthermore, all parameters are assumed to be statisti-
cally independent with respect to each other. Figure 4$8{ayvs the PDF of the circuit
delay for this case.

Case 4 Employing the same model for the distributionsldf and L. parameters as
above (Case 3), but assuming thét is perfectly correlated withl,, and L., is per-
fectly correlated withZ.,. The circuit delay PDF for this case is illustrated in Figure
4.5(b).

The dashed curve in Figures 4.4 and 4.5, show the actual Pie aircuit delay ob-
tained by performing a Monte Carlo simulation, and corsectbdelinglV (for Cases 1
and 2) and.,, (for Cases 3 and 4) parameters, as uniformly distributediomarvariables,
while the solid curve is the PDF obtained if the non-Gaussarables were also mod-
eled as Gaussian variables with the same mean and stand@tateas the uniformly
distributed variables. Figures 4.4(a) and 4.5(a) show iesHor the cases where all of
the parameters are considered to be statistically indegm¢ndth respect to each other,
while Figures 4.4(b) and 4.5(b) show the PDFs wkiénis considered to perfectly cor-
related withiV,, and L., is assumed to be perfectly correlated witl). In each case,
it is seen that the circuit delay PDF deviates from a Gausgistnibution due to the
presence of the non-Gaussian random variables. Howeeedeifiation from a normal
distribution is most significant in Figure 4.5(b). The fallmg two reasons explain this

significant non-Gaussian behavior of the circuit delay PDF:
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Figure 4.4: PDF of the delay of the example circuit of Figur®, 4vhen{1¥;, W} are
modeled as uniformly distributed, add..,, L.,} are modeled as normally distributed

random variables for (a) uncorrelated and (b) correl&tednd L, process variables.

1. The delay model used for the circuit of Figure 4.5 in thegeaments, given by
Equation (4.1), contains terndg andb,, corresponding to the sensitivities bf,
and L.,, that outweigh the termg, anda,, corresponding to the sensitivities of
Wy andWs,. In particular,|b,| = 5.2|aq|, and|by| = 9.8|as|. Therefore, for the
experiments for Cases 1 and 2, corresponding to the PDFsof\agures 4.4(a)
and 4.4(b), the effect of the Gaussian parameéts, L., } dominates the effect
of the non-Gaussian parametdiid’;, W}, and the circuit delay PDF does not

significantly aberrate from a normal distribution.

For the experiment for Case 4, corresponding to the PDF aari#gure 4.5(b),
{Le,, L., } are modeled as uniformly distributed variables, thereforthis case,
the non-Gaussian parameters dominate the normally digtdi1;, W, } param-

eters, and the circuit delay PDF shows significant divergé&mmen a Gaussian one.

2. For both Cases 3 and 4L.,, L., } are modeled as non-Gaussian variables. How-
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Figure 4.5: PDF of the delay of the example circuit of Figur® #«vhen{L.,, L.,} are
modeled as uniformly distributed, add’;, W,} are modeled as normally distributed

random variables for (a) uncorrelated and (b) correl&tednd L, process variables.

ever the Monte Carlo PDF for Case 3, shown in Figure 4.5(ayrass statistical
independence of parameters. This PDF has a much closer toatclbaussian
distribution, compared to the one shown in Figure 4.5(bat tssumes perfect
correlation betweei; [L.,] andW, [L.,] parameters. The intuition for the sig-
nificant change from a normal PDF, for the correlated casepeaarrived at by
appealing to the Central Limit Theorem, according to whioh addition of in-
dependent variables makes them “more Gaussian,” but thigtisecessarily true

for correlated random variables.

For real circuits, where many parameters are correlatedaltlee presence of the in-
herent spatial and structural correlations, the presehnereGaussian parameters, the
sensitivities of which could potentially outweigh the Gsia® ones, implies that the

circuit delay may deviate significantly from a normal distriion.
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4.6 Delay Representation

To incorporate the effects of both Gaussian and non-Gaupsiameters of distribution

in our SSTA framework, we represent all delay and arrivaesrm a linear form as:

D=u+Zbi.xi+ch.yj+e.z:,u+BTX+CTY+e.z (4.2)

i=1 j=1

where D is the random variable corresponding to a gate delay or arabtime at the
input port of a gatey; is a non-Gaussian random variable corresponding to a physi-
cal parameter variation; is the first order sensitivity of the delay with respect to the
i*" non-Gaussian parametgr,is a parameter variation modeled as a Gaussian random
variable,c; is the linear sensitivity with respect to the& Gaussian parameter,is the
uncorrelated parameter which may be a Gaussian or a norsi@auandom variable,

e is the sensitivity with respect the uncorrelated varialblas the number of corre-
lated non-Gaussian variables, ands the number of correlated Gaussian variables. In
the vector formB andC are the sensitivity vectors faX, the random vector of non-
Gaussian parameter variations, angthe random vector of Gaussian random variables,
respectively. Note that we assume statistical indeperelbatwveen the Gaussian and
non-Gaussian parameters: this is a reasonable assumgtiamaneters with dissimilar
distributions are likely to represent different types ofighles, and are unlikely to be
correlated.

The value of the mean delayis adjusted so that the random vectd&rsandY are
centered, i.e., each componentandy; is a zero-mean random variable. The uncor-
related random variableis also centered. Note that in the representation of Equatio
(4.2), the random variables; are correlated with each other and may be of any un-
derlying non-Gaussian distribution. Unlike the delay med# [VRK™04, CS03], we
do not constraint the parameter distributions to be Gansside canonical model of
equation (4.2) is similar to the model of [CZNV05] withouktmonlinear terms. The

slight difference is that the uncorrelated parametisrnot constrained to be a Gaussian
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variable.

4.7 Independent Component Analysis

For reasons of computational and conceptual simplicity,useful to work with a set of
statistically independent random variables in the SSTAn&aork. If the components
of random vectoX were correlated Gaussian random variables with a covariare:
trix >, a PCA transformatiolR = P, X would yield a random vectdR comprising
of Gaussian uncorrelated random variables [CS03]. Sinca feaussian distribution,
uncorrelatedness implies statistical independtrthe components @k are also statis-
tically independent.

However, such a property does not hold for general non-Gausistributions. In
Equation (4.2), the random vect®&r consists of correlated non-Gaussian random vari-
ables, and a PCA transformatiof,= P, X, would not guarantee statistical indepen-
dence for the components of the transformed vest@ince the PCA technique focuses
only on second order statistics, it can only ensure unaedhess, and not the much
stronger requirement of statistical independence.

Independent component analysis [Bel, HO99, HO00, MP99hmathematical tech-
nique that precisely accomplishes the desired goal offmaméng a set of non-Gaussian
correlated random variables to a set of random variablesthatatistically as indepen-
dent as possible, via a linear transformation. ICA has beeactve area of research in
the area of signal processing, feature extraction and heeta&orks due to its ability to

capture the essential structure of data in many applicgtion

“Two random variablest andY are uncorrelated i XY] = E[X]E[Y], while
they are independent £[f(X)g(Y)|] = E[f(X)]E[g(Y)] for any functionsf andg.
For instance, ifX andY” are independent, theli[ X'Y7] = E[X‘]E[Y’]. For Gaussian
distributions, uncorrelatedness is identical to indejeeice. For a general non-Gaussian
distribution, independence implies uncorrelatedness)ivice versa.
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Figure 4.6: The cocktail party problem to illustrate thegpdndent component analysis

set up.

4.7.1 The Cocktail Party Problem

The ICA principle can be explained by thecktail party problenexample illustrated in
Figure 4.6. The set up shown in the figure, consists gpeakers, who can be regarded
as independent sources, andeceivers, represented by the ears in Figure 4.6. The
speakers or the independent sources emit independenhspigeals, but their simul-
taneous speech results in interferences of the indepesupgrals. As shown in Figure
4.6, due to the interference or mixing of the independenedpesignals, the signals
observed by the receivers are no longer independent. Tharamdmixing of the in-
dependent speech signals may be derived form elements ofiagnmatrix A, which
could depend on metrics such as the distance of each speakettfe receiver. Map-
ping the cocktail party problem set up back to the ICA prohldra ICA set up consists
of having a vectolS consisting ofn statistically independent components,- - - , s,

and observations af linear mixturesz,, - - - , x,, of then independent components.
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The observed components can be thought of as the correlateGaussian random
variablesX in Equation (4.2), produced by a linear mixing of the elersafta vector

S of independent random variables, as follows:
X = AS (4.3)

whereA is then x n mixing matrix

The problem of ICA is to estimate the elements of the unknowsing matrix A,
and the samples of statistically independent components - , s,,, as accurately as
possible, given only the samples of the observed veXtoEquation (4.3) can be alter-

natively written as:

S = WX where

si = WX =" wyz Yi=1,-,n (4.4)

In the above equatiofl is the inverse of the unknown mixing matrik Algorithms for
ICA estimate the vector$V; that maximize the non-Gaussianity WX by solving
a nonlinear optimization problem. Typical measures of @@ussianity are kurtosis,
negentropy, and mutual information; for a comprehensiereace on ICA, see [Bel,
HO99,HO00, MP99].

For our SSTA algorithm, we use ICA as a preprocessing stepmsform the corre-
lated set of non-Gaussian random variahlgs- - , z,, to a set of statistically indepen-
dent variables;, - - - , s,,, by the relatiorS = WX of Equation (4.4). In practice, ICA
estimates the mixing matriXd and its inverse matrixl’, which yield the components,
si,*+ , Sn, Which are statistically as independent as possible. Foptinposes of appli-
cation of ICA transformation in our SSTA algorithm, we wilbbsider the vecto$ to
consist of truly statistically independent componentspétknental results, presented
in Section 4.12, validate this assumption.

Like principal components, the independent component&ctorS are mathemat-

ical abstractions that cannot be directly observed. Sirtolghe PCA procedure, which
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requires normalization of N o) variables to N(0,1) variables, the ICA methods also
require centering and whitening of the components of vexXiore., prescaling the vari-
ables to have zero mean and unit variance [HOOO]. For a specifl, the independent
components of the non-Gaussian random variables must bputethjust once, and
this can be carried out as a precharacterization step. br etbrds, ICA need not be
recomputed for different circuits or different placemeatsa circuit. Thus, the ICA
preprocessing step does not impact the runtime of the SSo&ghure.

One of the requirements of the ICA technique is that all ofdhginal source of
independent sources,, - - - , s,,, Should be non-Gaussian. Therefore, in the delay model
of Equation (4.2), we must treat the correlated non-Gangsiadom variableX, and
the correlated Gaussian random variabfeseparately. The ICA technique is applied to
non-Gaussian parameteXs and a PCA transformation is applied to Gaussian variables
Y, to obtain a set of statistically independent non-Gausg#iablesS, and a set of
independent Gaussian variablBs We then substitute the respective transformation

matricesA and P, in Equation (4.2) to arrive at the followinganonical delay model

D = p+BTS+CTR +ex

= ;H—Zb;.si +Zc;».7’j +ez (4.5)
=1 =1

whereB™ = BT A, [C" = CT P, '] is the new sensitivity vector with respect to
the statistically independent non-Gaussian components,- , s,, [Gaussian principal

components, - - - , r,,].

4.7.2 Generating Samples of Correlated Non-Gaussian Varides

The ICA method requires, as inputs, the samples of the @aeetinon-Gaussian
parameters. If these samples are readily available fronptbeess data, they can be
directly provided to the ICA module to generate the estimatlethe mixing matrixA4,

and the samples of the independent components; - , s,,. However, if instead of the
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Algorithm 2 Generate Correlated Non-Gaussian Samples

1:

10:
11:
12:
13:
14:
15:
16:

[*Inputs: Correlation matrix) (nxn), mean vectopx (nx 1), CDF ofz; parameter
Fi(z;),Yj=1,--- n*
[*Output: Matrix Corr(NUM_SAMPLES x n) as samples of correlated non-
Gaussian variables*/
[*Stepl : Generate samples of multivariate normal digtion V (p, Q)*/
1=1;
while (i < NUM_SAMPLES) do
Z(@)=mvnrnd (u, Q);
1=1+1;
end while
[*Step2: Map the multivariate normal samples to a muttata uniform samples in
[0,1]*/
U=normcdf(2);
[*Step3: Apply inverse CDF transformation to samplesanh column ot/*/
J=1;
while (7 < n) do
Corr(j)=F; ™ (U);
J=j+1;

end while
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samples of correlated parameters, the closed-form PDHRseofidn-Gaussian sources
of variation are provided, we must first generate samplesi®iparameters from the
given PDF expressiohsTo model the correlation between the non-normal parameter
x1,- -+, Tp, the chip areaisfirst tiled into a grid, as in [CS03], and thealation matrix,

(@, associated witlX is determined. The matri) and the mean vectqrx is used to
generate the samples of the correlated non-Gaussian kariabemploying the method
of normal copulas [Sim]. Algorithm 2 shows the pseudo-coldinis method, which is
based on performing a series of correlation preservingtoams on a set of random
numbers.

The procedure consists of three main steps. In the first spamning lines 4-8, sam-
ples from a multivariate normal distributiolV,(ux, @), are generated. As will become
clear in the next steps, these set of Gaussian random nuitgeused to generate the
required non-normal numbers having a mean vegigrand the correlation matrig).
The function calimvnrnd generates these samples. In the next step, shown on line 10,
the normal samples are mapped to a multivariate uniformilbligion in the range [0,1].
The transformation functionormcdf is simply the CDF of the standard normal distri-
bution. The following relations prove that for a single stard normal random variable
y, with a CDF denoted by, (y), a transformation: = F,(y) results in a uniformly

distributed variable: in the range [0,1].

Fu(ug) = Pr(u < u) = Pr(F,(y) < u,) = Pr(y < F;*(u)) = F(E, ' (u0)) = uf4.6)

Y

Thus, the CDF of u id’,(ug) = ug, Which is same as the CDF of a uniformly dis-
tributed random variable in the range [0,1]. In our casepmprises of samples of mul-
tivariate normal distribution. Thus, each component ofian vector associated with
Z, has a marginal distribution of a standard normal. Theeggfthre function mapping

U = normcdf(Z), maps each normally distributed component of the randortovec

As will be explained in Section 4.12, we use the method of gire correlated
non-Gaussian random numbers, described in this sectiomuioexperimental set up
that assumes, as inputs, well-known closed-form PDFs farpatersey, - - - , z,,.
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associated witl¥Z, into a uniformly distributed variable in the range [0,1]hel statis-
tical dependence between the generated samples stillmsratier the transformation.
The subroutines for generating samples of multivariatenabdistribution (nvnrnd(

)), and the CDF of normal distributiom¢rmcdf( )) are commonly available in standard
mathematical software packages, such as [MRM] and [MRG].

The last step in Algorithm 2, shown in lines 12-16, consigtgansforming the
multivariate uniform samples ity to the individual non-Gaussian marginal distribu-
tions. The transformation function Ej‘l, which is the inverse of the CDF of th¢"
non-Gaussian random variable. For example, if fienon-Gaussian parametey is
uniformly distributed in the rang@b, ub], F; ' () = lb+ (ub— Ib)z. Itis easy to prove
that mapping uniformly distributed random numbers on wakf0,1], by a function
which is an inverse CDF'~!(z) of a particular distribution, produces random numbers
which have a distribution as given by COR ) [DS02]. Since samples in each column
of the matrixU, are mapped by the required inverse CDF funclﬂp‘ﬁ, the correlation
structure between the columnsiofis preserved after the transformation. The output of
the algorithm produces a matriXorr, with NUM _SAM PLES rows andn columns.
Each column of this matrix contains samples of a non-Gangsmsameter drawn from
the required distribution. The columns are correlated wahh other according to the
original linear correlation matrix), and their sample mean is the same as the original
mean vectofx.

Following the steps described in Algorithm 2, we generateas of correlated
non-Gaussian parameters. These samples are requireduagdnpe ICA methods,

which generate the ICA transformation matdxn Equation (4.3).
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4.8 Preprocessing to Evaluate the Moments of the Inde-

pendent Components

The inputs required for our SSTA technique correspond tartbenents of parameters
of variation. Consider a process parameter representeddnydam variable:;: let us
denote itst*™™ moment bymy(z;) = E[z¥]. We consider three possible cases:
Case [ If the closed-form of the distribution of; is available, and it is of a standard
form (e.g., Poisson or uniform), then,(x;) V k£ can be derived from the standard
mathematical tables of these distributions.
Case II: If the distribution is not in a standard form, then,(z;) V k& may be derived
from the moment generating function (MGF), if a continuolessed-form PDF of the
parameter is known. If the PDF of is the functionf,, (z;), then its moment generating
function M (¢) is given by

M(t) = Ele™] = /OO et i £, (z;)dx; 4.7)

The k*® moment ofz; can then be calculated as th& order derivative of\/(¢) with

respect td, evaluated at = 0. Thus,my,(z;) = dké‘f,ft) att = 0.
Case llI: If a continuous closed-form PDF cannot be determined foarampeter, the

moments can still be evaluated from the process data files as:
my(x;) = Zkar(Xi =) (4.8)

where Pr(xz; = ) is the probability that the parametey assumes a value. This
moment generation process is explained in Section 4.4.

Given the underlying process variables and their momenésnéxt step after per-
forming ICA is to determine the moments of the independemmanentss;, - - - , s,
from the moments of the correlated non-Gaussian parameters , x,,. The moments

of the parameters;[z¥], are the inputs to the SSTA algorithm.
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We now refer back to the ICA transformation of Equation (4X3)= AS and rewrite

the relationship by taking the expectation of both sides as:

Elxf] = El(ansi +ass + - ainsy)]
E[z5] = E[(axsi + anss + - az,s,)"]
E[xlrfz] = E[(a7ﬂ$1 + QpaSy + -0 annsn)k] (49)

whereg;; is an element of the mixing matriA obtained via ICA. In the above equation,
the left hand side, which is the® moment of each component ¥, is known. The
right hand side can be simplified by performing an efficienttmamial expansion us-
ing the idea of binomial moment evaluation presented in [P08]. The moments are
computed successively, starting from the first to the setonkle third, and so on. For
example, after all of the first moments have been computedseébond moment of each

s; can be computing by rewriting Equation (4.9) using- 2 as

n

Elx7) = Y a}E[s5]+2) ) anayElsi]Els]

i=1 i=1 j=it1
Elz3) = Y a3E[s}]+2) ) azayElsi]Els;]
i=1 i=1 j=it1
E[z?] = Zaan[S?] +QZ Z anitni E[s;| Els;] (4.10)

i=1 i=1 j=i+1
The only unknowns in the above equation are the second msnept], of eachs;,
and these can be calculated easily.

In general, while solving for the' moment ofs; using Equation (4.9), all of thg—
1) moments are known from previous computations. Moreovecesihe components of
S are independent, we can perform the operafidsfs’] = E[s7] E[s’], and efficiently

apply the binomial moment evaluation scheme. As indicate&duation (4.10), the

computation of thé&'™ moment of the independent componeats; - - , s,,, requires the
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solution of ann x n system of linear equations. Thus, to compkité moments of the
independent components, we must saé systems of linear equations corresponding
to (4.9) fork = 1,---,2M. However, since this is a part of the preprocessing phase,
it may be carried out off-line for a specific technology, anddes not contribute to the
complexity of the SSTA algorithm.

Note that while ICA does provide th@” matrix, it is not easily possible to use
S = WX to find the moments of the; variables. This is because the binomial mo-
ment evaluation procedure requires the random variablies spatistically independent,

which is true for thes; variables but not the; variables.

4.9 Moment-Matching-based PDF Extraction

To compute the PDF/CDF of the delay or arrival time randomaide we adapt the
probability extraction schem@&PEX proposed in [LLGP04]. Give@M moments of
a random variable as inputs to tA® EXalgorithm, the scheme employs an asymptotic
waveform evaluate (AWE) technique to match tig moments in order to generate an
M*™ order linear time invariant (LTI) system. The scheme thepraximates the PDF
[CDF] of a random variable by an impulse respohgg [step responsg(t)] of the M/
order LTI system. The details of tlPEXalgorithm can be found in [LLGP04].

We return to the example of Figure 4.3 to explain moment magcbhased PDF eval-
uation method. To compute the delay PDF for the example, wa firat calculate M/
moments ofD from Equation (4.1). Assumindi(;, 1/>) to be perfectly correlated iden-
tical Gaussian random variables, ard,(L-) to be perfectly correlated, and uniformly

distributed identical random variables (Case 4 of Secti®hwe have:

~

D = aW+b.L (4.11)

whereD = D — 1, a = ai + ay andb = by + by. Assumingi¥ and L. as statistically

independent variables, tHé® moment of D can be computed by using the binomial
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expansion formula as:
mi[D] = i (k) a’b* =i (W )my_i(Le) (4.12)
=0 !
where all of thek moments ofit” and L. are known from the underlying normal and
uniform distributions. Since the normal and uniform distitions used in this example
are both well-studied, their moments can be obtained frothemaatical tables. Having
computed\/ moments ofD from Equation (4.12), we can now employ the AWE-based

PDF evaluation scheme to approximate the PDF and COF lof an impulse response

as.
M A d
. rePet d >0
fold) = 2o . (4.13)
0 d<0
X M Fiepid 1) >0
Fpld) = 2zt (€ ) = (4.14)
0 d<0

0.7 1 T T
__ Evaluated PDF by Evaluated CDF by
06 PDF by Gaussian moment matching 0.97 moment matching
: modeling of - - —Actual MC PDF || - — — Actual MC CDF
= parameters T G " < 0.8f . . Evaluated CDF
5 aussian S —+— Gaussian modeling CDF <— by moment
g 05 modeling PDF H ‘8’ 0.7¢ matching
=1 =]
s 7\ Evaluated L6l
Zoaf \ I 206
S \ by moment & 0.5
fa) Monte \ matching o
2 03[ carloPDF ! 1 204
3 8
8 0.2f § 0.3F
T 3 Monte Carlo /
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Figure 4.7: Extracted PDF and CDF for the delay of the exarmipbeiit.

Figure 4.7 shows the evaluated delay PBF({) = f5(d+ 1)) and CDF ¢p(d) =
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Fy(d + p)) of the circuit of Figure 4.3 using/ = 10 moments. The evaluated PDF
matches closely with the Monte Carlo simulation; the matottlie CDF is even better.
We can generalize the PDF evaluation idea, illustrated énabove example, to
compute the PDF (CDF) of any random delay variable expressix canonical form
of Equation (4.5). For such a delay variable witk= m + n + 2 terms, the binomial
moment evaluation procedure can be employed to calculate\thmoments, as long as
all [ variables in the delay expression are statistically inddpat. The canonical form
expression of Equation (4.5) satisfies this independerpéreanent by construction.
We have enhanced the PDF evaluation algorithm in [LLGPOdbé&iter numerical
accuracy and stability. Instead of evaluating the PDF ofnaloan variableD directly,
we first prescale it by defining a new random variable= D;—E‘jD, and evaluate the
PDF of D. Without the prescaling step, the higher order moment® afan become
extremely large (or extremely small) and affect the nunadrccuracy of the moment
computation. We compute the flipped PDF(efD), and reconstruct the final PDF from
the flipped and the original PDF to avoid numerical errorstdube final value theorem,
as in [LLGP04]. The PDF and CDF d¥ is retrieved from the PDF ab by using the

relationship:

fold) = —— 15 (d““’)

0D

Fpo(d) = Fb(d_“D) (4.15)

0D
In general, given the moments of the independent componer@sharacterized as in
Section 4.8, we can compute the moments of the delay an@ktrme random variables

from Equation (4.5). The moments of &0, 1) Gaussian distribution corresponding

to each principal component,, - - - , r,,,, are well known as:
1 k=0
my(ri) = 0 k=135, (4.16)

1-3-5---(k—1) k=2,4,6,---
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The moments of the uncorrelated process parametan be easily computed using the
techniques in Section 4.8. As we will see in Section 4.10jduihe SSTA propagation,
the role ofz in the canonical form is to serve as a place holder for the nmsnef

the uncorrelated part, and these moments will be propadatdter. For each gate,
given the moments of all random variables- - - , s, r1,-- -, r,, andz, which are all
statistically independent with respect to each other, we use the binomial evaluation
method to compute th&\/ moments of the gate delay; a similar procedure will be used

to compute the arrival times in the canonical form in Sectidt©.

4.10 SSTA Procedure

From the theory explained in the previous sections, we noxe kize ability to evaluate
the PDF and the CDF of the delay and the arrival time randonaligs, expressed in
the linear canonical form, as a function of Gaussian and Ganssian parameters of
variation. In this section, we describe our SSTA framewdtks well known that the
arrival time propagation procedure, operating in topataborder on the circuit graph,
involves the atomic operations of “sum” and “max.” We willosth how these atomic
operations can be performed to produce a result that carpbesented in the canonical

form of Equation (4.5).

4.10.1 The “sum” Operation

The sum operation to add two arrival time or delay randomaideis, expressed in the
linear canonical form of Equation (4.5), is mostly strafghtvard. Consider two random
variables,D; and D, expressed as:

Dy = i+ Zbgl.si + Zc}l.rj +e1.21
i=1

j=1

Dy = s+ Z b,,.s; + Z 092.7“]- + e9.29 (4.17)
i=1

J=1
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The sumDs; = D, + D, can be expressed in the same canonical form as:

D3 = us+ Z b;—B.SZ' + Z C;;,-Tj + e3.23 (418)
i=1

j=1
wherepz = iy + g, b, = b;, +b;,, andc;, = c;, + b;,.

The one difference here, as compared to the Gaussian cgsan¢CSO03]), relates
to the computation of the uncorrelated non-Gaussian paesmg.zs. The random
variablees.z3 = e1.21 + e5.2, Serves as a place holder to store the moments, of; +
es.29). In other words, rather than propagating an uncorrelatedpomentz in the

canonical form, we propagate @3/ moments.

4.10.2 The “max” Operation

The PDF of the maximum of the twadependentandom variables’ andV’, given by

T = max(U, V'), can be simply computed as:

fr(t) = Fy(t) fv(t) + Fy(t) fu(t) (4.19)

where f represents the PDF of each random variable, &nts CDF. If U, V are not
only independent, but can also be expressed in the candoitalof Equation (4.5),
then the PDF and CDF df can be easily computed using the PDF evaluation technique
described in Section 4.10, in a closed-form using Equatdal9).

However, in general, two arrival time random variahlgsand A,, expressed in the
canonical form of Equation (4.530 notsatisfy the independence requirement above,
as they may both have nonzero coefficients associated withamd/or an-; variable.
Fortunately, it is possible to work around this by using aartechnique that permits

the application of Equation (4.19) to compute the PDF of cand/ariableA,,.. =
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max(A;, Ay). Let us begin with the canonical expressionsAgrand A,:
Al = U+ Zbglsz + ZC;-l.’I“j +ée1.21
i=1 j=1
A2 = U2 -+ Z b;-Q.SZ' + Z C;-Q.’I“j + €9.29 (420)
i=1 j=1

The operatiom,,,,, = max(A;, As) can be now simplified as:

Ay = W +max(U, V) (4.21)
where
W= Vs +c, i+ Vst Y (4.22)
i=2 J=2

U = p+ O, —0,)s1+(cy, —c,)m+en

V = Mo + Z(b;Q — b;)SZ + 2(6;2 — C;1>.T’i + €9.29
=2 =2

The above representation of the max operation ensurestheandom variable§ and
V involved in the max operationmax(U, V'), are statistically independent as they do
not share any variablés

Therefore, from Equations (4.19) and (4.21), we can wtitg, = W +T'. Clearly,
from Equation (4.22) )V is available in the canonical form, and our next task is to
express!’ in the form of Equation (4.5) as well, since this would permmstto write
A,.. IN the canonical form.

To achieve this, we employ the idea of tightness probalNifgK *04], to express
T =max(U, V) as:

T = up+ Z bi..si + Z crj 4 erpar (4.23)
i=1 j=1

®Note that this is a sufficient condition for independencesiall variables in the
expressions of/f andV/, obtained from the ICA and the PCA transforms are statilyica
independent.
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Our discussions in the previous sections provide us witlofathe machinery re-
quired to efficiently compute the tightness probability,.,, = Pr(U > V). We define
a random variablé) = V — U, and use the sum operation defined in Section 4.10.1 to
express the random varialifein the canonical form. Next, employing the technique de-
scribed in Section 4.9, we compute the’ moments of random variab{@, and evaluate
the CDF,F5(q), as a step response of the approximated LTI system usingtb/ing

relationship:

("1 —1) (4=0) (4.24)

A

NE
|ﬂ>

S

olq) =

I
O e
Il

where andp are the residues and poles of the approximatEtl order LTI system.
The tightness probability; .~ is simply given by the CDF of) evaluated atj = 0,
sincePr(U > V) = Pr(Q < 0) = F(0).

Unlike [CZNVO05], this method does not require the compuitadilly expensive tech-
nique of numerical integration in high dimensions for noauGsian parameters. The
ability to compute the tightness probabiljty-. analytically, from the evaluated CDF
of (Q = V — U), makes the SSTA procedure very efficient and allows us toge®a
large number non-Gaussian variables.

Having computed the tightness probabiljiy,.\, the sensitivities; , c; , andzr of
T = max(U, V) in Equation (4.23) can be written in terms of the sensitagtbfU and
V. Specifically:

b;T = pU>v.b;U + (1 _pU>V)-b;U Vi = 1, R

/

¢ = pusvdy, +(L—pusv).cj, Vi=1-- m (4.25)

Recall that the uncorrelated parameter term in Equatid8j4s a place holder for the
moments of the uncorrelated parameter: the momenis o&n also be computed using

the tightness probabilityz; assigned the moments of the random varigple. .ey.2p+
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(1 — pysv)-ev.zv). The adjustment of the sensitivity tetmn will be explained later in
this section.

The use of tightness probabilities is only a heuristic arftessifrom problems of
accuracy. Therefore, to reduce the error in the heuristeccampute the mean; in
Equation (4.23) and the variance of o2, exactly from the PDF of". In order to
achieve this, we use Equation (4.19): note that this is epgple since/ and V" are
independent by construction. Using the closed-form PR¥), we can compute,
from the first principles ag; = E[max(U, V)] = [*_tfr(t)dt.

The last term left to compute is-, the coefficient term of the uncorrelated random
variablez;. We compute this term so that we match the variance of theediésm
PDF of T, fr(t), alluded to above, with the variance of canonical repregemt of
Equation (4.23). The variance can be computed fifotft) as:

o2 = / " 2 fo()dt — (Elmax(U, V)])? (4.26)

Having matched the variance term in Equation (4.26) to thimae in the expression
Equation (4.23), all of the terms required to represEnt max(U, V') back to the
canonical form are known. As a final step, referring back todigpn (4.21), we perform
the sum operation betwedi and7 = max(U, V) to complete the computation of
Apaz = max(Ay, Ay).

4.11 Time Complexity Analysis

The steps to generate the ICA mixing matdx the PCA transform, and the moments
of the independent components- - - , s,, do not affect the online runtime of the pro-
cedure. These preprocessing steps have a one time prdehiaeton cost. Hence, the
computational cost of the main steps in the SSTA proceduwerngrised of the circuit
graph traversal, and the sum and max operations.

The sum operation has a time complexity@fn + m), wheren is the number
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of non-Gaussian independent componentsanid the number of Gaussian principal
components.

The main steps in the max operation consists of computing enésrof the delay
variables, PDF evaluation by the AWE-based method, andileding the mean and the
variance terms to express the result of max operation baekdanonical form. The
cost of computing2 A/ moments using the binomial moment evaluation procedure is
O(M(n 4+ m)). The PDF evaluation involves the solution of a linédrx ) system
of linear equations, described by a Hankel matrixpis\/3); in practice,M is upper-
bounded by a small constant, and excellent solution arermatéor M/ < 10. The mean
and the variance terms are computed by one dimensional reahietegration and can
be calculated in constant time. Thus, the complexity of tiag operation i$)(m + n).
For a layout withg spatial correlation gridsn + n = O(g). Therefore, both the sum
and the max operation have a complexityX(iy).

In the PERT-like traversal of the circuit graph, for eachegae must change the
delay representation of Equation (4.2) to that of EqQuatb8)( In particular, we require
the new sensitivity vectorB™ = B™ A, [C'" = CTP,']. The dimensions of the
ICA transformation matrix4 is n x n, and the PCA transformation mati, is m x m.
However, the original sensitivity vectoB™ andCT are typically sparse because a gate,
in a particular grid, would fanout to other gates in not mant: different grid<, with
k << Min(m,n). Therefore, the cost of computing the new sensitivity viegtB'"
andC'T by the multiplication of a sparse vector and a dense mattiXia+n) = O(g).

For a circuit graph with/ nodes andt' edges, the overall time complexity of the
SSTA procedure i€)(g(V + E)). Therefore, the time complexity for our SSTA proce-
dure, incorporating both Gaussian and non-Gaussian p&eesnes the same as that of
SSTA techniques considering only Gaussian variables [O&RRB *04]. However, the

complexity constant for our procedure is higher due to tepsbf moments evaluation

’In the case of a gate driving a global wire which spans mamsgit is highly likely
that the global wire would be buffered.
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and PDF extraction, and this is not surprising since [CS®3{Y04] can be reduced to

special cases of our solution.

4.12 Experimental Results

The proposed SSTA algorithm was implemented in C++, usimgMMSSTAcode
[CS03], and tested on edge-triggered ISCAS89 benchmackitsr All experiments
were performed on Pentium-4 Linux machines with a clock dp#e3.2GHz and 2GB
of memory. ThaastICApackage [Hyv05] and thieassosoftware [HHO3], were used
to obtain the ICA transform of Equation (4.3). To generat@gias of correlated non-
Gaussian parameters, required as inputs toFdstICA code, we use the method of
normal copula[Sim], as described in Section 4.7.2. For all the experisiene gener-
ate 5000 samples of each non-Gaussian parameter to feeel l6Ahmodule. We use
the EImore delay model and the first order Taylor series téomspresent the canonical
delay model of Equation (4.2). However, clearly this is no¢striction, as our canoni-
cal form is similar in form to that in [CS03, VRKD4], and any analytical or numerical
delay model may be used, as long as the sensitivities of tlag @éth respect to the
varying parameters can be computed.

We consider the effective channel lengih, the transistor widti, and the dopant
concentration/)V, as the sources of variation. The parameterand !/ are modeled
as correlated sources of variations, and the dopant caatient, V,;, is modeled as an
independent source of variation. The same framework caasity@xtended to include
other parameters of variations. For simplicity, our cutiiemplementation ignores the
effect of the input signal transition time on the delay at theput port of the gate.
However, according to the technique described in [CS0%]S&TA procedure can also
be extended to incorporate and propagate the distribubibing signal transition times.
As described in [CS05], it is possible to express slope abthput pin of the gate as a
probability weighted sum of distributions of the slope frathinput pins to the output
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pin of the gate. In our SSTA framework, we can efficiently catgpthese weights as
closed-form probabilities, using the AWE-based PDF eximacscheme.

We use the grid-based model of [CS03] to generate the spatiedlations for the
W andL, parameters. Due to the lack of access to any real wafer ddtpraness data
files, we do not have the required information to realislycalodel the parameter dis-
tributions. We consider the following two cases for modglinel and L. parameters:
Case 1 W of gates in each grid are modeled as non-Gaussian parareaters, are
modeled as Gaussian variables. Section 4.12.1 discuss&SiA results for this case.
Case 2 L, of gates in each grid are modeled as non-Gaussian paraieatdid” are
assumed to be normally distributed variables. Section.2 digcusses the SSTA results
for this case.

For both cases, the independent paramaters assumed to follow a Poisson dis-
tribution. Thepu and o values of the parameters are based on the predictions from
[Nas00]. For90nm technology, we usey, = 150nm, pp, = 60nm, oy = 7.5nm
ando;, = 4nm. For the independent paramet®; modeled as a Poisson random
variable, we us@uy, = 10 x 10'7cm ™2 for both nmos and pmos. We test our SSTA
procedure by comparing our results for each benchmark WithaD Monte Carlo (MC)
simulations based on the same grid model. The samples dflatad non-Gaussian
parameters for Monte Carlo simulations are also generated the method of normal

copula, as described in Section 4.7.2.

4.12.1 SSTA results for Case 1

For these experiments, we mod#&l of gates in each grid as non-Gaussian parameters,
and L. of gates in each grid as Gaussian parameters. For the dedelan-Gaussian
W parameters, we randomly assignitdin each grid either a uniform distribution in

(1w —V/3.0w, pw +V/3.0w], or a symmetric triangular distribution jay —k.ow, g+
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k.ow|, given by:

= —2(w_a) a w C
fwlw) = =g *SvS
B 2(b —w) . w
filw) = oot e<w<h (4.27)

wherea = i, — k.0, ¢ = jiy, @andb = p,, + k.o, The numbetk is chosen so that

the variance of the symmetric triangular distribution disad in Equation (4.27) is the

same ag?>.
Benchmark Error (% %) Error (W %)
Name # Cells | # Grids I o 95% Pt | 5% Pt I o 95% Pt | 5% Pt
s27 13 4 0.13% | 0.22% | 0.13% | 0.57% | 0.26% | 0.54% | 0.24% | 0.81%
51196 547 16 0.29% | 0.59% | 0.97% | 0.83% | 0.66% | 1.22% | 1.57% | 1.35%
s5378 2958 64 -0.53% | -1.32% | -1.34% | -1.56% | 0.93% | 2.03% | 1.93% | 2.05%
s9234 5825 64 0.91% | 1.81% | 1.29% | -1.31% | 0.87% | 1.95% | 2.59% | 2.61%

s13207 8260 256 1.77% | 2.24% | 2.39% | 3.03% | 2.26% | 3.35% | 3.55% | 3.11%
s15850 10369 256 1.98% | 2.51% | 3.14% | 3.79% | 2.89% | 3.82% | 3.51% | 3.09%
s$35932 17793 256 1.15% | 2.82% | 3.78% | 3.67% | 1.56% | 2.56% | 4.12% | 4.26%
s38584 20705 256 1.71% | 3.29% | 3.59% | 3.87% | 2.09% | 3.89% | 4.22% | 4.17%
s38417 23815 256 1.51% | 3.68% | 3.50% | 3.61% | 2.05% | 4.35% | 4.93% | 4.88%
Avg Abs Err - - 1.11% | 2.05% | 2.24% | 2.47% | 1.51% | 2.63% | 2.96% | 2.93%

Table 4.3: A comparison of results of the proposed SSTA nuethivh Monte Carlo
simulation . W parameters are modeled as non-Gaussian variabled, goarameters

are modeled as Gaussian variables.

Table 4.3 shows a comparison of the results of the Monte G&HD) simulations
with our SSTA procedure for each benchmark circuit. We camplae mean), the
standard deviationo(), the 95% and the 5% quantile points of the delay distrilsutio
obtained from our SSTA scheme with those generated from tbet®Carlo simula-
tions, as the metrics of accuracy. As seen in Table 4.3, thétseof the proposed SSTA
scheme are quite close to that of Monte Carlo analysis. Theage of the absolute
errors, across the nine benchmark circuits, shown in thedasof Table 4.3, is 1.11%

for p, 2.05 % foro, 2.24% for the 95% point, and 2.47% for the 5% quantile point.
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We also compare the actual Monte Carlo results with the ob&sred by incorrectly
modeling the non-normdal/’ parameters as Gaussian variables, and then performing a
Monte Carlo analysis, termed a$C...s- Columns eight to eleven of Table 4.4 report
the errors for comparison between the actual Monte Carldteesnd the ones obtained
by Gaussian modeling of all parameters. As seen in the tédegrrors for assuming
an incorrect Gaussian distribution fof parametersgoes notresult in significant er-
rors, implying that the circuit delay PDF does not signifitadeviate from a Gaussian
distribution. It should be noted that for our gate delay medie coefficients of the
L. terms are greater than the coefficients of Weterms by a factor of abouix to
12x. Since the sensitivities of the Gaussibnterms outweigh the sensitivities of the
non-Gaussiam’ terms, the circuit delay PDF is dominated by the normal patars,

and does not significantly diverge a normal distribution.

4.12.2 SSTA results for Case 2

For these experiments, we model of gates in each grid as non-Gaussian parameters,
and W of gates in each grid as Gaussian parameters. For the ¢edelan-Gaussian
L. parameters, we randomly assign/toin each grid either a uniform distribution in
(1L, — V3.0L,, pr. ++/3.01,], or a symmetric triangular distribution, similar to the one
described by Equation (4.27), but replacingby L..

Table 4.4 shows a comparison of the results of the Monte Gamhailations with
our SSTA procedure for each benchmark circuit. As seen iteTal, the results of the
proposed SSTA scheme are quite close to that of Monte Caalysia. The average of
the absolute errors, across the nine benchmark circui@98% foru, 2.05 % foro,
2.33% for the 95% point, and 2.36% for the 5% quantile poihtede errors are reason-
ably small as compared to the accuracy penalty paid by asgutimé incorrect normal
distribution modeling of_, parameters. Columns eight to eleven of Table 4.4 show the

error incurred when modeling the non-Gaussiarparameters as normally distributed
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Benchmark Error (% %) Error (W %)
Name # Cells | # Grids o o 95% Pt | 5% Pt “w o 95% Pt | 5% Pt
s27 13 4 -0.09% | -0.34% | -0.75% | 0.79% | 0.56% | 3.23% | 8.56% | 2.04%
51196 547 16 -0.23% | -0.67% | -0.87% | -0.53% | 0.84% | 8.82% | 11.27% | 2.21%
s5378 2958 64 0.31% | 1.12% | 1.21% | 1.28% | 0.98% | 10.23% | 10.91% | 1.21%
s9234 5825 64 0.82% | 1.78% | 1.32% | -1.48% | 1.88% | 15.32% | 15.28% | -1.83%

s13207 8260 256 1.58% | 2.34% | -2.54% | 2.89% | 2.96% | 28.13% | 18.34% | -2.13%
s15850 10369 256 1.85% | -2.12% | 3.36% | 3.61% | 2.63% | 22.12% | 17.62% | 3.16%
$35932 17793 256 -1.07% | 2.78% | 4.01% | 3.57% | 2.34% | 26.71% | 19.17% | 3.31%
s38584 20705 256 1.65% | -3.56% | 3.89% | 3.91% | 2.21% | 25.67% | 18.28% | 2.95%
s38417 23815 256 1.34% | 3.78% | 3.37% | 3.22% | 2.81% | 34.62% | 21.63% | 2.51%
Avg Abs Err - - 0.99% | 2.05% | 2.33% | 2.36% | 1.91% | 19.42% | 15.67% | 2.37%

Table 4.4: A comparison of results of the proposed SSTA nuethivh Monte Carlo
simulation . L, parameters are modeled as non-Gaussian variable3}) aparameters

are modeled as Gaussian variables.

random variables and performing Monte Carlo simulatioesned asM Cgyss, fOr
each benchmark circuit. For instance, for the largest bmack circuit s38417, when
assuming that the non-Gaussignparameters follow Gaussian distributions, the error
observed is 2.81% fqr, 34.62% foro, 21.63 % for the 95% point and 2.51% for the 5%
point. Unlike, the results in Section 4.12.1, modeling tbe4Gaussiark.,. parameters as
normally distributed ones, leads to significant inaccuiadye circuit delay PDF. Due
to the fact that the sensitivities of the non-Gausdiatterms outweigh the sensitivities
of the Gaussianl’ terms, the correlated non-Gaussian parameters have a akimgin
effect on the circuit delay distribution, causing it to sigrantly aberrate from a normal
distribution.

Table 4.5 compares the runtime performance of our propoSa@é algorithm with
that of a Gaussian SSTA procedure [CS03], and the Monte Garlalations. As ex-
pected, our SSTA procedure is considerably faster than thr@é/Carlo simulations, but
has a higher runtime cost as compared to a Gaussian SSTAJGB@3o the additional

feature of handling non-Gaussian variables. On an averagprocedure iS3x faster
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Benchmark CPU Time (sec)

Name | # Cells | # Grids| SST Agauss [CS03]| SSTA | MC

s27 13 4 0.0 1.1 6.0

s1196 | 547 16 1.2 8.3 634.2
s5378 | 2958 64 17.1 41.6 | 3214.4
s9234 | 5825 64 20.3 137.9 | 4756.6
s13207| 8260 256 108.6 303.6 | 8532.1
s15850| 10369 | 256 110.8 410.8 | 9587.8
s35932| 17793 | 256 315.2 761.4 | 10156.5
s38584| 20705 | 256 322.4 910.6 | 18903.3
s38417| 23815| 256 377.3 1235.6| 22398.5

Table 4.5: A runtime comparison the proposed SSTA with GansSSTA and Monte

Carlo simulation.

than Monte Carlo method, but abdut slower than the Gaussian SSTA algorithm. Our
approach can handle a large number of correlated and indepenon-Gaussian pa-
rameters. The number of grids chosen for each benchmaukitcishown in the third
column of Table 4.5, is equal to the number of correlated Gansand non-Gaussian
variables. The number of independent non-Gaussian vagabthe same as the number
of cells in a circuit. For instance, the SSTA procedure fer ¢hrcuit s13207 processes
256 correlated Gaussian variables, 256 correlated norsstau variables, and 8260
independent non-Gaussian variables in about 5 mins of®mnlintime. Thus, our pro-
cedure scales well with the number of non-Gaussian parasaéftbe runtime reported
in Table 4.5 does not include the time spent for the prepsicgsteps of Sections 4.7
and 4.8, which are carried out only once for a process andemgiiscretization. For the
largest benchmark s38417, the preprocessing time takesgrergte the ICA matrix,

and to compute the moments of the independent componentl®ars.
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Figure 4.8: A comparison of SSTA and Monte Carlo distribatior circuit s13207.

In Figures 4.8 and 4.9, the PDF and CDF plots for the benchmiazckits s13207
and s38417 are provided. As seen in the figures, the PDF anGDikeas predicted
by the proposed SSTA scheme matches well with the Monte @6 and CDF. The
dashed curves in Figures 4.8 and 4.9, represent the casethdép parameters are
incorrectly modeled as Gaussian variables with the sampeand o, as the original
non-Gaussian parameters. The plots in these figures shown i@ presence of corre-
lated non-Gaussian parameters, the real circuit delayilulision deviates significantly
from the one obtained by assuming normality for parametére.distribution functions
evaluated by SSTA approach are able to match, within rebbpseall errors, the real

distribution functions.

4.13 Conclusion

In this chapter of the thesis, we have presented a statisititiag analysis method as
a variation-aware timing analysis technique. Our novel effidient SSTA algorithm

incorporates correlated parameters, both Gaussian anGaossian. Our approach is
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Figure 4.9: A comparison of the results of SSTA and Monte &t circuit s38417.

based on PDF evaluation by matching the moments of the delagbles. We have
used the independent component analysis technique in ok B8&mnework to handle

correlations between the non-Gaussian parameters. A toimglexity analysis of our
procedure shows that itis linear in the number of grids aechtimber of gates in the cir-
cuit. Hence, our scheme provides a scalable solution tortit#gm of performing SSTA
in the presence of many correlated non-Gaussian parametguerimental results val-
idate our hypothesis that performing a Gaussian SSTA, ipthsence of dominating
strongly non-Gaussian parameters of variation, couldir@ssignificant inaccuracies
in estimating the PDF and CDF of the circuit delay. Our preabSSTA procedure is
able to match the real PDF and CDF of the delay much more glcaedl produces the
delay distributions with reasonably small errors compaoeithe Monte Carlo distribu-
tions, and is much faster than the Monte Carlo analysis. yipglour SSTA method to
the nine benchmark circuits, the average of the absoluteseis 0.99% for, 2.05 %

for o, 2.33% for the 95% point, and 2.36% for the 5% quantile point.
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Chapter 5

Summary

The certainty of uncertainties, in the operating environtad the fabrication process
of VLSI circuits, poses enormous challenges in front of timeuit design community
to continue the desired growth of the semiconductor ingusTio enable the circuit
designers to combat this beast of environmental and matouifiag process fluctuations,
the electronic design automation tools must be variativare.

In this thesis, we have presented such uncertainty-awanpuater-aided design tech-
niques focusing on three important issues in circuit degigmver grid design, gate siz-
ing, and timing analysis. The summary of our research effamtl contributions for each

of these problems are as follows:

e We have presented two topology optimization power gridgteschemes to re-
duce the voltage drop variations in the P/G network of wi@ar schemes opti-
mize a special locally regular, globally irregular struetof the power grid, that
we have proposed. Experimental results show that such argpigestructure of-
fers considerable savings in the wire area utilized, coegéw other commonly
used grid topologies. Moreover, this piecewise-uniformadure is relatively eas-
ier to optimize, and is expected to aid signal net routingnasmal amount of
book-keeping is required to account for the locations ardvitdths of the P/G
wires. Although, the grids designed using our first powed giesign procedure,
show considerable saving of expensive wiring resourcespthcedure itself is
not very efficient. As a much more efficient alternative, weehproposed a sec-
ond, considerably fast algorithm to design the power gritlisTnethod is able
to design power grids comprising millions of nodes, and Hamals of wires is a
reasonably small amount of time. The wire area used by thepgids designed

using the second method is not significantly greater thaoies designed by the
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first technique. Using these power grid design proceduhesyuser can design a
high-performance power grid that meets the reliabilitysteaints of IR drop and
EM.

We have proposed a novel worst-casing methodology to perfgate sizing in

the presence of process variations. Our method is basediong tle statisti-

cal information of the varying parameters to keep suffigiéntt not excessive,
margins in the timing constraints that can guard-band ag#ne worst-case vari-
ation effects. We formulate the uncertainty-aware gategiproblem as a GP,
and solve it efficiently using convex optimization tools. Bgorporating the ef-

fect of spatial correlations in the optimization framewgonle are able to mitigate
some of the pessimism involved in a worst-casing methodol@¢e use various
heuristic techniques to reduce the conservatism in our adetBxperimental re-
sults demonstrate that, compared to our proposed methagyea worst-casing
scheme, based on keeping a deterministically-based dnzard- produces sub-

stantially more expensive designs, employing extra ressur

We have presented an efficient and an accurate statisncagianalysis proce-
dure that incorporates correlated parameters, both Gaussid non-Gaussian.
Prior to this work, there were no known SSTA methods thataetficiently han-
dle a large number of non-Gaussian variables. The time aaatplof our SSTA
procedure i) (n x Ng), wheren is the number of grids the chip layout is di-
vided into, andVy; is the number of gates in the circuit, which is the same linear
complexity as of the Gaussian SSTA algorithms. Thus, theqaore is scalable
to process a large number of non-Gaussian parameters. Imetiiod, we use
independent component analysis to handle the correlateeéhaonal variables,
and employs moment matching-based technique to predigrtiebility distri-
bution of the circuit delay. We demonstrate the accuracyufSSTA procedure

by verifying it against Monte Carlo simulations. The errfws our method are
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reasonably small compared to Monte Carlo analysis.
Future extensions of the research work presented in théssth@ay consist of:

¢ In addition to the static voltage drop variations on the poged wires, the
transient voltage droop problem on these wires also caesesis reliability is-
sues. Efforts to develop efficient simultaneous decouptisgacitor placement
and topology optimization algorithms, to control this s&mnt voltage noise would

be well spent.

e The leakage power of a circuit is extremely sensitive to thegss variations.
Therefore, the profitability of a chip is affected by both thming yield and the
power yield of a circuit. Performing circuit optimizatiomder probabilistic con-

straints for both timing and power, could lead to interegbpportunities.

e The linear delay model used in the proposed SSTA algorithmpnave to be in-
accurate in future, with the amount of variations incregsignificantly in future
technologies. Extending the current non-Gaussian SSTAadstto nonlinear

models remains an open problem, and requires further igetsn.

e One of the ways to perform circuit optimization, in the prese of variations,
is to use an SSTA engine to generate some notion of a proftabdritical set of
paths. The designers can then spend the extra design resooiroake these paths
less sensitive to variations. Developing an automatiohftrosuch an analysis

remains a challenging, but an important problem to solve.

e There are a number of factor that could lead to a statisticaliit optimization
methods win over the deterministic-based guard-bandipgoaghes. These fac-
tors could be, e.g., amount of path correlations, logic cated or interconnect
dominated circuit structure, power-delay tradeoff nosdirities, systematic or

random variations, etc. Understanding these factorslg/eaould be extremely
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helpful for the designers to adjust their deterministic givas to incorporate the
appropriate statistical attributes, and reduce the ceatiem in their designs.

Studies for such an analysis are exciting problems to e&plor

In conclusion, the variations in VLSI circuit design are dvéo stay. This thesis
attempts to provide CAD methods to either directly reducass¢huncertainties or to
control their effect on the circuit performance. It is hofkdt work presented in this
thesis, provides a platform to propel further researchisidbmain, that culminates into

producing industry standard electronic design automadolrs.
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