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Abstract

Over the past 40 years, the semiconductor industry has witnessed the exponential growth

trend in system complexity as predicted by Moore’s law, facilitated by continuously

shrinking transistor and wire dimensions. Three dimensional (3D) circuit technologies,

with multiple tiers of active devices stacked above each other, are a key approach to

achieve increasing levels of integration and performance in the future. Concomitant with

exponentially reducing device dimensions, designers face new challenges in maximizing

computation while remaining with a stringent power envelope. Over the last decade,

multicore processors have emerged as a potential solution to address some of these

problems by integrating multiple smaller and more energy efficient cores in order to

replace a single, larger core. These cores must communicate through an efficient on-

chip interconnection network, by ideas such as networks-on-chips (NoCs), and NoC

design is vital to both performance and power. This thesis presents solutions to the

challenges in on-chip interconnect, more specifically, the on-chip communication and

power delivery networks of 3D and multicore chips.

The first part of this thesis focuses on developing techniques for designing efficient

and high-performance NoC architecture for 3D and multicore chips. Depending on

the nature of the application, the multicore system may be either a System-on-Chip

(SoC), which executes a relatively well-characterized workload, or a Chip multiprocessor

(CMP), which is a general purpose processor that should be capable of handling a

variety of workloads. For SoCs, this thesis presents an efficient algorithm to synthesize

application-specific NoC architectures in 3D environment. We demonstrate that this

method finds greatly improved solutions compared to a baseline algorithm reflecting

prior work. We also study the impact of various factors on the network performance in

3D NoCs, including the through-silicon via (TSV) count and the number of 3D tiers. For

CMPs, we observe that voltage and frequency scaling (VFS) for NoC can potentially

reduce energy consumption, but the associated increase in latency and degradation in

throughput limits its deployment. Therefore, we propose flexible-pipeline routers that

reconfigure pipeline stages upon VFS, so that latency through such routers remains

constant. With minimal hardware overhead, the deployment of such routers allows us
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to reduce network frequency and save network energy, without significant performance

degradation.

The second part of this thesis is concerned with the design and optimization of

power delivery network for 3D and multicore chips. First, we propose a novel paradigm

where we exploit a new type of capacitor, the metal-insulator-metal (MIM) capacitor,

together with the traditional CMOS decaps, to optimize the power supply noise in

3D chips. Experimental results show that power grid noise can be more effectively

optimized after the introduction of MIM decaps, with lower leakage power and little

increase in the routing congestion, as compared to a solution using CMOS decaps only.

Second, we explore the design and optimization of on-chip switched-capacitor (SC)

DC-DC converters for multicore processors. On one hand, with an accurate power grid

simulator, we find that distributed design of SC converters can reduce the IR drop

significantly compared to the lumped design, with improved supply voltage. On the

other hand, the efficiency of the power delivery system using SC converters is a major

concern, but this has not been addressed at the system level in prior research, we

develop models for the efficiency of such a system as a function of size and layout of

the SC converters, and proposes an approach to optimize the size and layout of the SC

converter to minimize power loss. The efficiency of these techniques is demonstrated on

both homogenous and heterogenous multicore chips.
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Chapter 1

Introduction

Over the past 40 years, the semiconductor industry has been driven by Moore’s law,

which has correctly predicted that the number of transistors integrated on a chip will

double every 18-24 months, resulting in exponential growth in chip complexity. This

trend was originally forecast in 1965 based on only five data points, the largest of which

corresponded to just 64 on-chip transistors. Amazingly, it has remained an accurate

predictor from then until today’s 3 billion transistor designs [3]. In part, this is due to

the semiconductor industry’s efforts to make Moore’s “law” a self-fulfilling prophecy,

through strategic plans such as those outlined in the International Technology Roadmap

for Semiconductors [4], to drive the industry and the overall supply chain to achieve

and sustain this impressive growth. On the demand side, this growth has been spurred

on by the tremendous appetite for newer, faster, cheaper, and more mobile chips that

have revolutionized our way of life, making a pervasive imprint across areas such as

scientific computing, wireless communication, the internet, electronic entertainment,

digital photography and videography, healthcare, security, and banking.

There are three significant impediments to the continuation of this trend. First,

Moore’s law has been facilitated by continuously shrinking transistor and wire dimen-

sions, so that more devices can be fabricated within the same silicon area. However,

these feature sizes are now down to tens of nanometers, where the cost of manufactur-

ing is high. This has motivated the semiconductor industry to consider other avenues

for increasing on-chip integration: of these, three-dimensional (3D) integration is fast

emerging as a viable option for continuing the exponential trend. Today’s integrated

1
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Figure 1.1: 3D integrated circuit.

circuits (ICs) are “2D” and place all devices in a single layer – in contrast, a 3D IC

(Figure 1.1) stacks multiple layers of active devices above each other, providing the

potential to increase transistor packing density and reduce chip area significantly [5].

Second, although Moore’s law makes more devices available on a chip, running too

many of them dissipates unacceptably high power and generates excessive heat. These

limitations mean that a smaller fraction of all devices can remain on at a given time, and

innovative power delivery and thermal management methods are essential. As one part

of the solution, single-core processors have made way for multicore processors, which en-

able better power and thermal management. Third, as more devices have been placed

on a chip, there is a need for greater communication between the devices. Conventional

paradigms that use dedicated wires or buses do not scale well with system sizes, and

novel ideas such as networks-on-chip (NoCs) [6] (Figure 1.2) are gaining traction for

future on-chip communication architectures, particularly multicores.

Figure 1.2: Schematic of an NoC architecture with routers and links.
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My thesis is motivated by these three challenges and relates to optimizing intercon-

nects for 3D and multicore chips, which is widely accepted [4] as the major performance

bottleneck in future designs. My thesis work is to automate the design and optimiza-

tion of interconnect, more specifically, the communication network and power delivery

network, in 3D and multicore chips. The content of this dissertation can be classified

into two broad chapters:

1.1 Global Communication in 3D and Multicore Chips

NoCs are a very new on-chip communication scheme and send out messages in “pack-

ets” (similar to message routing over the Internet, but over more severely constrained

on-chip networks). NoCs are emerging as a scalable framework for the on-chip com-

munication infrastructure of future densely-integrated designs, but significant hurdles

(or as I see them, research opporutnities) remain before their potential can be realized.

Depending on the nature of the application, the design may be either a System-on-Chip

(SoC), which executes a relatively well-characterized workload, or a Chip Multiproces-

sor (CMP), which is a general purpose processor that should be capable of handling a

variety of workloads. Simple types of NoCs have been used in experimental proof-of-

concept systems that prototype future multicore processors [7], but a number of key

issues remain unresolved. NoC design is vital to both performance and power, and my

work is to build automated techniques for designing efficient, high-performance NoCs,

both for SoCs and for CMPs.

1.1.1 Designing Application-specific NoC Architectures for 3D SoCs

3D technology enables the design of more complex and more highly interconnected sys-

tems: in this context, NoCs promise major benefits, but impose new constraints and

limitations. This thesis presents a novel technique in Chapter 2 that simultaneously

determines the chip layout (floorplan) and designs an application-specific 3D NoC ar-

chitectures for custom SoCs. We have employed a stochastic flow allocation method,

Simulated Allocation (SAL) [8], to route the traffic flows and build the topology for the

application. The technique has a built-in thermal analyzer that ensures that the result-

ing solution avoids creating thermal “hot spots” that could degrade circuit performance
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and reliability. We demonstrate that this method finds greatly improved solutions com-

pared to a baseline algorithm reflecting prior work. To evaluate the SAL method, we

compare its performance with the widely-used simulated annealing (SA) method, and

show that SAL is much faster than SA for this application while providing solutions

of very similar quality. We also study the impact of various factors on the network

performance in 3D NoCs, including the TSV count and the number of 3D tiers.

1.1.2 Optimization of NoCs for CMPs

For CMPs, we observe that they show intermittent or “bursty” traffic patterns (see the

sudden peaks in Figure 1.3), leading us to conclude that methods that adaptively scale

the voltage and frequency of the network (providing it just as much performance as

necessary and saving power while doing so) can be used very effectively to potentially

reduce NoC energy consumption.

Figure 1.3: Observed traffic on an NoC link.

This thesis has proposed the notion of flexible pipeline routers in Chapter 3, where

pipeline stages are reconfigured upon frequency scaling. For example, when the clock

frequency is scaled down, our method decreases the number of pipeline stages, thus de-

creasing the latency through the system; this is supplemented with intelligent techniques

that rebalance the logic between pipeline stages. Using such methods, our experiments

show that, over a large class of applications that are only sensitive to NoC latency, de-

ploying flexible-pipeline routers allows formassive energy savings with little performance

penalty , as opposed to traditional fixed-pipeline routers.
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1.2 Power Delivery in 3D and Multicore Chips

The power network distributes the power supply all over a chip, just as the terrestrial

electricity grid sends out electricity for use in homes, offices, and factories – but the

on-chip grid operates at smaller geometries and much higher power densities. Reliable

power delivery is being recognized as a major challenge in 3D multicore processors, due

to less voltage headroom by technology scaling, increased current density, and large

switching transients between cores [9]. This thesis develops integrated design and CAD

solutions for innovative on-chip power delivery techniques, specifically targeted for 3D

and multicore processors.

1.2.1 Power Supply Network Optimization in 3D Circuits

A widely employed method for controlling supply voltage levels, to ensure correct chip

performance, involves the use of decoupling capacitors (decaps) – deliberately-inserted

capacitors whose task are to slow down transients in the supply network and keep

voltage levels stable. Traditional thin-oxide decaps are becoming increasingly lossy

with technology scaling: cumulatively for a circuit, their leakage current losses could

lead to substantial wasted power and inefficiencies. In Chapter 4, we have proposed

a novel paradigm where we exploit a new type of capacitor, the metal-insulator-metal

(MIM) capacitor, which can be built economically, within conventional mass-produced

fabrication technologies. MIM decaps dissipate near-zero leakage power, but unlike

conventional decaps, they create obstacles in the circuit since wires cannot be routed

through them.

Our work presents a best-of-both-worlds approach for decap allocation, using both

conventional CMOS decaps and MIM decaps, quantifying the cost and benefit of each

technology. We formulate the decap budgeting problem, using both CMOS and MIM

decaps, as a Linear Programming (LP) problem, and propose an efficient congestion-

aware algorithm to optimize the power supply noise. Experimental results demonstrate

that the use of CMOS decaps alone is insufficient to overcome the violations; the use of

MIM decaps results in high levels of congestion; and the optimal mix of the two is the

best solution that meets both congestion and noise constraints, with low leakage.
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1.2.2 Design and Optimization of On-Chip Power Delivery Network

For Multicore Platforms

This thesis continues to devise techniques for building and optimizing the power delivery

network for CMPs, using techniques that go beyond the decap optimization explored

earlier. A very promising direction is related to a recent technical advance that makes

it possible to integrate on-chip voltage regulator structures (Figure 1.4), which are very

effective in maintaining supply voltage levels.

Figure 1.4: On-chip voltage regulators.

In collaboration with Professor Chris Kim’s VLSI design group, we have explored the

design of on-chip switched-capacitor (SC) DC-DC converters in the context of multicore

processors. In Chapter 5, we explore the design of on-chip SC converters, using an

accurate power grid simulator. Results show that distributed design of SC converters

can reduce the IR drop significantly compared to the lumped design, with improved

supply voltage. We also demonstrate the usage of SC converters for multi-domain

power supply. The efficiency of the power delivery system using SC converters is a

major concern, but this has not been addressed at the system level in prior research.

In Chapter 6, we has developed CAD support for determining the optimal number and

topologies of these voltage regulators under multicore workloads. We develop models

for the efficiency of the power delivery system as a function of size and layout of the

SC converters, and proposes an approach to optimize the size and layout of the SC

converter to minimize power loss. The efficiency of these techniques is demonstrated on

both homogenous and heterogenous multicore chips.



Chapter 2

Application-specific NoC design

and optimization for SoCs

As presented in Chapter 1, three-dimensional (3D) silicon integration technologies have

provided new opportunities for Network-on-Chip (NoC) architecture design in Systems-

on-Chip (SoCs). In this chapter, we consider the application-specific NoC architecture

design problem in a 3D environment for SoCs applications, which have static or semi-

static traffic characteristics in the network. Dynamic traffic behaviors are observed in

the many-core processors, and we study such applications in Chapter 3.

In this work we present an efficient floorplan-aware 3D NoC synthesis algorithm,

based on simulated allocation (SAL), a stochastic method for traffic flow routing, and

accurate power and delay models for NoC components. We demonstrate that this

method finds greatly improved solutions compared to a baseline algorithm reflecting

prior work. To evaluate the SAL method, we compare its performance with the widely-

used simulated annealing (SA) method, and show that SAL is much faster than SA

for this application while providing solutions of very similar quality. We then extend

the approach from single-path routing to multipath routing scheme, and explore the

tradeoff between power consumption and runtime for these two schemes. Finally, we

study the impact of various factors on the network performance in 3D NoCs, including

the TSV count and the number of 3D tiers. Our studies show that link power and delay

can be significantly improved when moving from a 2D to a 3D implementation, but the

7
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improvement flattens out as the number of 3D tiers goes beyond a certain point.

2.1 Introduction

Three dimensional (3D) integrated circuits, in which multiple tiers are stacked above

each other and vertically interconnected using through-silicon vias (TSVs), are emerging

as a promising technology for SoCs [10–13]. As compared to 2D designs, 3D circuits

permit reduced latencies for critical interconnect structures, resulting in higher system

throughput, performance, and power, and allow other benefits such as heterogeneous

integration. All of these flexibilities enable the design of new high-performance System-

on-Chip (SoC) structures that were previously thought to have prohibitive overheads.

In spite of well-known challenges such as thermal bottlenecks (to which several solutions

have been proposed), the benefits of 3D integration are considerable. In the context

of intrachip communication, 3D technologies have created significant opportunities and

challenges in the design of low latency, low power and high bandwidth interconnection

networks.

In 2D SoCs choked by interconnect limitations, networks-on-chip (NoCs), composed

of routers and links, have been proposed as a scalable solution to the global communi-

cation challenges: compared to previous architectures for on-chip communication such

as bus-based and point-to-point networks, NoCs have been shown to provide better

predictability, lower power consumption and greater scalability [14,15].

3D circuits enable the design of more complex and more highly interconnected sys-

tems: in this context, NoCs promise major benefits, but impose new constraints and

limitations. Compared to wire interconnects, NoCs not only enable scalable and par-

allel communication within and across 3D tiers, but also reduce the number of TSVs

for vertical interconnects. However, 3D NoC design introduces new issues, such as the

technology constraints on the number of TSVs that can be supported, problems related

to optimally determining tier assignments and the placement of routers in 3D circuits,

and accurate power and delay modeling issues for 3D interconnects.

This work addresses the problem of designing application-specific 3D NoC architec-

tures for custom SoC designs, in conjunction with floorplanning. Specifically, our work

determines both the NoC topology and the floorplan of the NoC routers and cores. We
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propose a synthesis method to find the best topology for the application, under different

optimization objectives such as power and network latency, and determine the paths for

traffic flows. We use a 3D thermally-aware floorplanner to assign the cores to different

3D tiers, while optimizing chip temperature, and find an initial floorplan for the cores

on each tier. Given the positions of cores, we use a stochastic flow allocation method,

Simulated Allocation (SAL), to route the traffic flows and build the topology for the

application, initially using a simple strategy for determining the approximate locations

of the routers. When the best topology is found, a fast floorplanner is applied to fur-

ther optimize the positions of the added routers. Accurate power and delay models for

routers and links are integrated into our algorithm.

Our approach has three significant features that together make it uniquely different

from competing approaches: first, we use improved traffic flow routing using SAL that

accommodates a realistic objective function that has components that are nonlinear

and/or unavailable in closed form; second, we interleave floorplanning with NoC syn-

thesis, using specific measures that encourage convergence by discouraging blocks from

moving from their locations in each iteration; and third, we use an accurate NoC delay

model that incorporates the effects of queueing delays and network contention.

NoC synthesis can be based on either single-path or multipath routing: single-path

routing can guarantee in-order delivery of packets and is much simpler to implement;

multipath routing can exploit path diversity to evenly distribute the traffic across the

network and to relieve traffic congestion, but the packets are sent in out-of-order fashion

and re-ordering mechanism are needed at the re-convergent nodes [16]. We demonstrate

that our SAL approach can work with either single-path or multipath routing scheme.

Our algorithm is extremely flexible and is applicable both to 2D and 3D layouts, but

we demonstrate that the use of 3D designs results in significantly reduced NoC power

and latency, when compared to optimal 2D implementations.

2.2 Contributions of This Work

There has been a great deal of prior work on NoCs alone and on 2D and 3D layout

alone, but less on integrating the two. In the area of designing NoC architectures

for 3D ICs, most of the literature has focussed on regular 3D NoC topologies such as
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meshes [17–21], which are appropriate for regular 3D designs [22, 23]. However, most

modern SoC architectures consist of heterogenous cores such as CPU or DSP modules,

video processors, and embedded memory blocks, and the traffic requirements among

the cores can vary widely. Therefore, regular topologies such as meshes may have

significant area and power overhead [24, 25], and tuning the topology for application-

specific solutions can provide immense benefits.

The synthesis of an application-specific NoC topology includes finding the optimal

number and size of routers, establishing the connectivity between the routers and with

the cores, and finding deadlock-free routing paths for all the traffic flows. For 2D

systems, the problem of designing application-specific NoC topologies has been explored

by several researchers [16, 26–29]. Srinivasan et al. [27] present a three-phase NoC

synthesis technique consisting of sequential steps that floorplan the cores, next perform

core-to-router mapping, and then generate the network topology. In [16], Murali et

al. present an NoC synthesis method that incorporates the floorplanning process to

estimate link power consumption and detect timing violations. Several topologies, each

with a different number of routers, are explored, starting from one where all the cores

are connected to one router, to one where each core is connected to a separate router.

The traffic flows are ordered so that larger flows are routed first.

In the 3D domain, Yan et al. [24] present an application-specific 3D NoC synthesis

algorithm that is based on a rip-up-and-reroute procedure for routing flows, where the

traffic flows are ordered in the order of increasing rate requirements so that smaller flows

are routed first, followed by a router merging procedure. Murali et al. [25] propose a 3D

NoC topology synthesis algorithm, which is an extension to their previous 2D work [16],

described above. The 3D NoC synthesis problem has been shown to be NP-hard in [30].

Our work is motivated by the following observations:

• The final results of application-specific NoC topology synthesis depend on the

order in which the traffic flows are routed. In some cases, routing larger flows first

provides better results [16,28], while in others, routing the smaller flows first may

yield better results [24]. A strategy is required to reduce the dependency of the

results on flow ordering.
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• In all of the works mentioned previously, the average hop count is used to ap-

proximate the average packet latency in NoCs. This ignores the queueing delays

in router ports and the contention among different packets for network resources

such as router ports and physical links, and cannot reflect the impact of physical

core-to-router or router-to-router distances on network latency. More accurate

delay models that include the effects of queueing delay and network contention,

and better delay metrics, should be applied for NoC performance analysis.

• The delays and power dissipation for physical links in NoCs are closely linked to the

physical floorplan and topology of cores and routers. We show in Section 2.6 that

interleaving floorplanning and NoC topology synthesis process leads to superior

results.

We address these important problems in application-specific NoC topology synthesis.

Our solution to overcoming the ordering problem is based on the use of a multicom-

modity flow network formulation for the NoC synthesis problem: the advantage of such

an approach is that it takes a global view of the problem and eliminates the problem,

described above, of finding the best order in which to route the traffic flows. The mul-

ticommodity flow problem is a well-known approach for solving such problems, but has

seen little use in NoC design, with a few exceptions. In [31, 32], Hu et al. propose

a scheme to optimize NoC power consumption through topology exploration and wire

style optimization, subject to the average communication latency constraints, but do

not handle layout synthesis issues, and assume simple linear objective functions.

Our work utilizes a stochastic SAL approach to efficiently solve the multicommodity

flow problem under a nonlinear objective function that can be evaluated by an oracle,

but is hard to express in closed form. The SAL framework has previously been used

to solve multicommodity flow problems in computer network design. We also use an

accurate delay model for routers in NoCs which consider the queueing delay and net-

work contention. Finally, our algorithm performs the floorplanning of cores/routers and

NoC topology synthesis in an integrated iterative loop, attempting to find the optimal

solution for the problem of application-specific NoC design.

In the context of synthesizing application-specific 3D NoC architectures for custom

SoC designs, this work makes the following contributions:



12

• We present an efficient floorplan-aware 3D NoC synthesis algorithm, based on

simulated allocation, a stochastic method for traffic flow routing, and accurate

power and delay models for NoC components. The effects of these strategies have

been verified by the experiment results.

• We perform a comparative study between single-path and multipath routing schemes

in the SAL framework. Simulation results show that tradeoff exists between single-

path and multipath routing systems in terms of network power consumption and

the efficiency to solve the multicommodity flow problems.

• We also compare our stochastic SAL approach with simulated annealing (SA).

Our results show that SAL is much faster than SA to find approximately the

same quality solutions.

• After that, we present the impact of TSV count on the network performance in 3D

NoCs. Our results show that within certain extent, TSV count can be effectively

reduced with mild penalty on the network performance.

• Finally, we investigate the impact of 3D integration on the NoC architecture de-

sign. Our studies show that link power and delay can be largely improved when

moving to 3D implementation, at the cost of the TSV area and chip temperature.

We also observe that the improvement on link delay and power flattens out as the

number of 3D tiers goes beyond a certain point.

2.3 Problem Inputs, Objectives, and Constraints

The input to our application-specific 3D NoC synthesis problem is a directed graph,

called the core graph, G(V,E, λ). Each node vi ∈ V represents a core (either a processing

element or a memory unit) and each directed edge evi,vj ∈ E denotes a traffic flow from

source vi to destination vj . The bandwidth of traffic flow from core vi to vj is given

by λ(evi,vj ) in MB/s. In addition, NoC architectural parameters such as the NoC

operating frequency, f , and the data link width, W , are also assumed to be provided as

inputs. The operating frequency is usually specified by the design and data link width

is dictated by the IP interface standards.
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Our 3D NoC synthesis framework permits a variety of objectives and constraints, in-

cluding considerations that are particularly important in 3D, such as power dissipation,

temperature, and the number of TSVs, and NoC-specific issues such as minimizing the

average/maximum network latency, limitations on the maximum bandwidth, as well

as general factors such as the design area. In addition, the solution must be free of

deadlocks, which can occur during routing flows due to cyclic dependencies of resources

such as buffers. We use the turn prohibition algorithm presented in [33] to ensure that

our topology is deadlock-free. The specific optimization objectives in each step of our

approach are described in Section 2.4.

The output of our 3D NoC synthesis solution is an optimized custom deadlock-free

network topology with pre-determined paths on the network to route the traffic flows

in the core graph and the floorplan of the cores and routers in the NoC such that the

constraints are satisfied.

2.4 The Overall Design Flow

The design flow of our NoC synthesis algorithm is presented in Figure 2.1.

Figure 2.1: Application-specific 3D NoC synthesis flow.
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Given a core graph, we first obtain an initial floorplan of the cores using a thermally-

aware floorplanner. This precedes the 3D NoC synthesis step, and is important because

the core locations significantly influence the NoC architecture. Associating concrete

core positions with the NoC synthesis step better enables it to account for link delays

and power dissipation.

Our 3D NoC synthesis algorithm is performed on a directed routing graphG′(V ′, E′):

V ′ is the vertex set, which is the union of core set V in the input core graph G(V,E, λ)

and the set of added routers, Vs. We assume that the maximum number of routers that

can be used in each 3D tier l equals to the number of cores in that tier, although it

is easy to relax this restriction. The edge set E′ is constructed as follows: we connect

cores in a tier l only to the routers in the same tier l and adjacent tiers l − 1, l+ 1 and

the routers from all the 3D tiers form a complete graph. A custom NoC topology is a

subgraph of the routing graph, G′.

The 3D NoC synthesis problem can be viewed as a multicommodity flow (MCF)

problem. For a core graph G(V,E, λ) and a corresponding routing graph G′(V ′, E′)

(corresponding to a flow network), let c(u, v) be the capacity of edge (u, v) ∈ E′. The

capacity c(u, v) equals to the product of the operating frequency f and data link width

W . Each commodityKi = (si, ti, di), i = 1, · · · , k corresponds to the weight (traffic flow)

along edge esi,ti in the core graph from source si to destination ti, and di = λ(esi,ti)

is the demand for commodity i. Therefore, there are k = |E| commodities in the core

graph. Let the flow of commodity i along edge (u, v) be fi(u, v). Then the MCF problem

is to find the optimal assignment of flow which satisfies the constraints:

Capacity constraints:
∑k

i=1 fi(u, v) ≤ c(u, v)

Flow conservation:
∑

ω∈V ′,u̸=si,ti
fi(u, ω) = 0

where ∀v, u fi(u, v) = −fi(v, u)

Demand satisfaction:
∑

ω∈V ′ fi(si, ω) =
∑

ω∈V ′ fi(ω, ti) = di

Superficially, this idea seems similar to [32], where an MCF formulation is proposed.

However, that work is directed to 2D NoC synthesis with a single objective of min-

imizing NoC power, modeled as a linear function of the flow variables fi(u, v). The
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corresponding Linear Programming (LP) problem is solved using an approximation al-

gorithm. Our more general formulation integrates more objectives and more accurate

modeling for NoC components. In fact, most components of our objective function are

nonlinear or, as in case of network latency, unavailable in closed form, rendering an

LP-based approach impossible.

We choose to apply an SAL-based flow allocation approach that is particularly suit-

able for (see Section 2.5.1 for details) solving the MCF problems where the objective

function is in such a form. The SAL procedure yields the NoC topology and the paths

for all the traffic flows in the core graph. In our work, we first present the SAL approach

using single-path routing, and then show how to extend it to deal with the multipath

routing problem in the experimental section.

After the 3D NoC synthesis step, the actual routers and links in the synthesized

3D NoC architecture are fed back to the floorplanner to update the floorplan of the

cores and used routers, and the refined floorplan information is used to obtain more

accurate power and delay estimates. The process continues iteratively: with the refined

floorplan, a new SAL based 3D NoC synthesis procedure is invoked to find a better

synthesis solution, and so on.

The specific optimization objectives used in various steps of our approach are as

follows:

• For the initial floorplanning step, we optimize a linear combination of chip tem-

perature and weighted inter-core distance (Section 2.5.4).

Objective cost = w1 ∗ temperature + w2 ∗ inter-core distance (2.1)

where w1 = 1, w2 = 5 are default weights.

• For NoC topology construction, we optimize a linear combination of the network

power, average network latency and TSV count, with constraints on link band-

width.

Objective cost = w1 ∗ power + w2 ∗ latency + w3 ∗ TSV count (2.2)

where w1 = 10, w2 = 5 and w3 = 3 are default weights.
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• For subsequent steps that floorplan the cores and routers, we optimize a linear

combination of design area, link power, link delay and chip temperature.

Objective cost = w1∗area+w2∗power+w3∗delay+w4∗temperature (2.3)

where w1 = 10, w2 = 5, w3 = 3 and w4 = 1 are default weights.

In equations (2.1)-(2.3), we normalize the metrics such as power and latency using

their initial numbers from a preliminary solution of the NoC synthesis. In a practical

setting, the weights of these metrics in each cost function are user-specified, and can

be chosen depending on the emphasis that the user wishes to place on each of these

metrics.

2.5 Technical details

In this section, we present the major elements in our 3D NoC synthesis algorithm.

We first introduce the SAL algorithm, the approach to synthesize the NoC topology, in

Section 2.5.1. In Sections 2.5.2 and 2.5.3, we present the delay model and the method to

estimate path cost used in our SAL algorithm. Finally we introduce the 3D floorplanner

for the initial floorplanning step and subsequent floorplan refinement of cores and NoC

routers.

2.5.1 Simulated Allocation Algorithm

Simulation Allocation (SAL) [8, 34] is a stochastic approach for finding near-optimal

solutions for the multicommodity traffic flow problems in computer network design. It

has been shown to be simpler, but often faster and more efficient, than other stochastic

algorithms such as simulated annealing and evolutionary algorithms. We adopt the SAL

framework from [34], but adapt it to solve the 3D NoC synthesis problem in our work.

The details of the SAL algorithm used in our work are described in Algorithm 1.

In the core graph G(V,E, λ), let

• Pi be the number of available paths for traffic demand Ki = (si, ti, di),
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ALGORITHM 1: Simulated Allocation (SAL)

n = 0; counter = 0; x = 0; F best = +∞ ;
repeat

if random(0, 1) < q(|x|) then
allocation(x);

end
disconnect(x);
if |x| = H then

n = n+ 1;
counter = counter + 1;

if F (x) < F best then
F best = F (x);

xbest = x;
counter = 0;

end

end

until n = N or counter =M ;

• xip be the amount of traffic flow realizing the traffic Ki = (si, ti, di) allocated to

path p in routing graph G′,

• x = {xip : i = 1, 2, · · · , k, p = 1, 2, · · · , Pi} be the allocation state,

• |x| =
∑

i

∑
p xip be the total allocated traffic flow, and

• H =
∑

i di be the total amount of traffic flow.

Note that in this section, we use single-path routing to introduce how the SAL

method works. In Section 2.6.3, we extend SAL to deal with multipath routing problems.

For single-path routing, we assume that each commodity is non-bifurcated, and in the

routing graph, at most k paths, one per commodity, will have nonzero flows. Therefore,

even though the number of paths can be exponentially large, it is never necessary to

enumerate Pi; storing the allocation state x does not impose a significant memory

overhead.

The SAL algorithm may start with a given partial allocation state x0 or with the

zero state (xip ≡ 0). In each step, it chooses, with state-dependent probability q(|x|),
between allocation(x), i.e., adding the traffic flow for one non-allocated commodity to
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the current state x, and disconnect(x), i.e., removing the traffic flow for one allocated

commodity from current state x. After a sequence of such moves, from time to time, the

algorithm will reach a full allocation state, yielding a feasible solution for the considered

problem. The procedure terminates when the number of visited full allocation states

reaches a user-specified limit N or no better solution is found within M visited full

allocation states.

Procedure allocation(x) selects one currently non-allocated commodity, Ki = (si, ti,

di), at random and allocates it to one of the allowable paths that have enough residual

capacity to support Ki in the routing graph. The path for allocating Ki is chosen to

be the minimum cost path p with respect to the cost function for the NoC topology

construction step. Then we add flow xip = di to the current state x and reduce the

capacities of the links on the selected path p in the routing graph by di. When routing

commodity Ki, several new links and routers from the routing graph may be added to

the NoC topology and the sizes of the routers on the path p may need to be adjusted

accordingly.

Procedure disconnect(x) selects an allocated commodity Ki = (si, ti, di) at random

and removes the corresponding flow xip from current state x. We then increase the

capacities of the links on the path p by di. If some links/routers become unused in

the resulting solution, such links/routers are also removed from the NoC topology. The

sizes of the routers on the path p may need to be adjusted accordingly.

Function q(γ), defined for 0 ≤ γ ≤ H, has the properties:
q(0) = 1

q(H) = 0

1
2 < q(γ) ≤ 1, 0 < γ < H

According to [34], if

q(|x|) = q0 >
1

2
for 0 < γ < H

then the expected average number of steps (allocations and disconnections) required to

reach a full allocation state starting from state x is no greater than

(H − |x|)/(2q0 − 1)
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For instance, if q0 =
2
3 then a full allocation state will be reached from the zero allocation

state in only 3H steps.

2.5.2 Analytical Router Delay Modeling for NoCs

Accurate delay models for routers are required as an input to our 3D NoC synthesis

problem, since we need the models to 1) estimate the router delay when routing a traffic

flow in the allocation(x) step in Section 2.5.1, and 2) evaluate the final 3D NoC synthesis

solutions. In our work, we utilize the analytical delay model presented in [35], which

includes the effects of queueing delay and network contention. The model considers

first-come-first-serve input buffered routers and targets wormhole flow control under

deterministic routing algorithms.

Let S be the packet size and Hi the service time for a header flit passing through

router i. The service time of a packet passing through router i, excluding the queueing

delay, is

Ti = Hi +
S −W

f ·W
(2.4)

where W is the data link width and f is the operating frequency. For router i, let

• p be the total number of ports.

• λij be the traffic arrival rate at port j.

• Nj be the average number of packets in the buffers of input port j, and N =

[N1, N2, . . . , Np]
T .

• cjk be the probability that packets of input ports j and k compete for the same

output port, and Cj be the row vector Cj = [cj1, cj2, . . . , cjp].

• R be the residual service time seen by the incoming packets, defined as follows: if

another packet n is being served when packet m arrives, then R is the remaining

time before packet n leaves the router.

Then we can write the equilibrium condition for the router as:

(I − TΛC)N = ΛR̄ (2.5)
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where Λ = diag{λi1, λi2, . . . , λip}, C = [C1, C2, . . . , Cp]
T , R̄ = ([R,R, . . . , R]1×p)

T .

The router model described by Equation (2.5) provides a closed form expression for

the average number of packets at each input port of the router i, given the traffic arrival

rate (Λ), the packet contention probabilities (C), router design specifications (Hi, W )

and packet size S.

We further use this router model to compute the average packet latency from source

core s to destination core d (used in Equation (2.2)) as:

Lsd =
∑

i∈
∏

sd

(Hi + τi) + Dsd +
S −W

f ·W
(2.6)

where

•
∏

sd is the set of routers along the path of the packets sent from source s to the

destination d,

• τi is the average waiting time of the incoming packets at router i, which can be

estimated as τi = Nj/λij by Little’s theorem [36],

• Dsd is the total link delay from s to d.

For further details, the reader is referred to [35].

2.5.3 Router Location Estimation and Path Cost Estimation

When routing a flow from source s to destination d in the allocation(x) step (refer to

Section 2.5.1), our objective is to find a minimum cost path in the routing graph. While

the initial solution considers the physical locations of only the cores, as flow allocation

proceeds, new routers will be included in the NoC topology and their physical positions

must be estimated to compute the link power and delay.

We estimate the router locations in the following way: for a newly added router

i, the router is initially placed at the centroid of the source and destination nodes of

router i in the routing graph. Given these initial estimates of the positions of the newly

added routers, we apply Dijkstra’s shortest path algorithm on the routing graph to find

the minimum cost path for the traffic flow, which is required by allocation(x). Here the

path cost is the cost for NoC topology synthesis, as shown in Equation (2.2). When
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the 3D NoC synthesis step is complete, we feed the actual routers and links in the

synthesized architecture to the floorplanner to update the router locations, for more

accurate power and delay estimation. Since the floorplanner is stochastic, it is possible

for the new floorplan to be vastly different from the one that was used to generate the

NoC topology, negating the assumptions used to build the topology. To avoid this, we

add a penalty to the objective function of the floorplanner to ensure that the blocks do

not move far away from their initial locations, and optimize the precise locations of the

routers, which were initially placed in (possibly illegal) centroid locations.

2.5.4 3D Floorplanning

As described in Section 2.4, an initial step of thermally-aware floorplanning is applied

to assign the cores into 3D tiers under thermal considerations, and to optimize the

positions of the cores so that highly communicating cores are placed close to each other.

In our implementation, we use the 3D thermally-aware floorplanner tool in [37] based

on B⋆-tree floorplan model. The floorplanner uses a built-in thermal analysis technique

based on the HS3D [37] tool. Of course, any other similar tools can also be integrated

into our program.

For each edge evi,vj which connects two cores, vi and vj , the edge weight of evi,vj is

set to be the product of edge bandwidth λ(evi,vj ) and the distance dij between vi and

vj . Our cost function is a weighted sum of the chip temperature and the sum of these

edge weights. Therefore, we use the floorplanner to find a good initial floorplan of cores

that favors our next step of 3D NoC synthesis.

During initial floorplanning, we only consider the communicating cores, since no

routers have been introduced at this time. Once a full allocation of traffic flows is

found, the topology of the NoC is determined, including the routers that are used to

route traffic. We then invoke the floorplanner to find a refined floorplan of cores and

NoC routers, under an objective function that is a linear combination of design area,

link power, link delay and chip temperature.
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2.6 Experimental Results

2.6.1 Experimental Setup

We have implemented 3D-SAL-FP, our SAL-based 3D NoC synthesis algorithm with

floorplan feedback, in C++. All experiments were conducted on an Intel Pentium 4

CPU 3.20GHz machine with 2G memory running Linux.

The design parameters are set as: 900MHz clock frequency, 512-bit packets, 4-

flit buffers and 32-bit flits. We use Orion [38, 39] to estimate the power dissipation

of the routers. The link power and delay are modeled based on the equations from

Pavlidis et al. [18]. Considering that in 3D circuits the delay and power of TSV (interdie

interconnect) is much smaller (at least one order in magnitude) than that of the intradie

interconnect wires [24, 40], we ignore the delay and power of TSVs in this work. The

delay of routers are estimated using the model described in Section 2.5.2. All routers

and links are evaluated under a 45nm technology.

Several parameters affect the efficiency and performance of the SAL algorithm (Sec-

tion 2.5.1). In choosing the q(γ) function for SAL, we found that for 0 < γ < 1, a

constant function q(γ) = q0 = 0.9, can produce good solutions. The user-specified iter-

ation limit N is empirically set to be three times of k, the number of commodities in

the core graph, and M is set to be 50 or 100, depending on the size of MCF problem.

We find that the best solutions are often obtained within k visited full allocation states

for all the benchmarks.

2.6.2 Impact of each strategy applied in our algorithm 3D-SAL-FP

Our algorithm 3D-SAL-FP (based on single-path routing) improves upon the previous

algorithms in [24, 25] by: 1) using a more sophisticated traffic flow routing algorithm

(SAL), 2) adding a feedback loop of floorplanning and NoC synthesis to refine the

NoC architecture, 3) using a more accurate router delay model including the effects of

queueing delay and network contention. To show the separate impact of these techniques

on the NoC design, we have implemented three other 3D NoC synthesis algorithms.

The four algorithms that we will compare in our results are:

• Baseline 1, based on the work by Murali et al. [25], has two stages: 3D NoC
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synthesis and floorplanning of the synthesized NoC architecture. At the 3D NoC

synthesis stage, a simple delay model (average hop count) is used to approximate

the average network latency and the traffic flows are routed in fixed order (in the

order of decreasing flow rate). In the next stage, we find the floorplan of cores

and used routers in the NoC architecture.

• Baseline 2 differs from Baseline1 in that it applies an improved traffic flow routing

strategy (SAL) in the 3D NoC synthesis stage.

• Baseline 3 improves upon Baseline2 by feeding back the results of floorplanning

stage to refine the NoC synthesis. The process continues iteratively: after the 3D

NoC synthesis step, the actual routers and links in the synthesized solution is fed

back to the floorplanner to refine the floorplan of the cores and used routers; with

the refined floorplan, a new NoC synthesis procedure is invoked to find a better

synthesis solution, and so on.

• 3D-SAL-FP is our proposed approach, and differs from Baseline3 in that it use

the accurate router delay model (described in Section 2.5.2 ) to incorporate the

queueing delay and network contention issues.

We then applied these four algorithms to design 3D application specific NoC topolo-

gies. We compared these algorithms on both a set of existing published benchmarks and

several large synthetic 3D benchmarks. Since large standard benchmarks are not avail-

able, we use the method proposed in [24] to build large synthetic 3D benchmarks, which

can be viewed as the “many-core” version of the small published ones. This method is

based on the NoC-centric bandwidth version of Rent’s rule proposed by Greenfield et

al. [41]. For the small published benchmarks, two 3D tiers are used, where each tier

contains one layer of devices and multiple layers of interconnect. For all of the large

synthetic benchmarks, four 3D tiers are used.

The corresponding results are shown in Tables 2.1 and 2.2. For each algorithm,

we report the following: the network power (in mW , including router power and link

power), the average network latency (in ns, evaluated by the accurate delay model), the

number of TSVs and the maximum chip temperature (in ◦C). Considering that SAL

is a stochastic approach, we run each algorithm for 10 times and present data in the
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tables showing the best results among all the runs. The same strategy is applied to the

experiments in the subsequent sections.

We can observe that using the improved traffic flow routing algorithm, the Base-

line2 algorithm outperforms Baseline1, achieving 23% power saving for the published

benchmarks, 10% reduction in chip temperature and better network performance. The

corresponding numbers for synthetic benchmarks is 21% in power saving and 9% in chip

temperature reduction. Furthermore, Baseline3 uses the feedback from the floorplan-

ning step to improve upon Baseline2, and shows 34% reduction in the power dissipation

for both published and synthetic benchmarks, about 20% reduction in chip tempera-

ture and 10% reduction in average network latency. Finally, with more accurate delay

model, 3D-SAL-FP improves upon Baseline3, with 26% reduction in average network

latency for published benchmarks and 44% for the synthetic benchmarks. Since the

objective function for these algorithms is a linear combination of several metrics, the

use of different sets of weighting factors can result in different Pareto-optimal solutions.

For a fair comparison, we have used identical weighting factors for all four algorithms

discussed here. In the solutions shown here, 3D-SAL-FP performs significantly better

than Baseline3 in reducing the delay, and is slightly better on average (and sometimes

worse on specific examples) in terms of power and temperature. By altering the weights,

other tradeoff points may be identified.

2.6.3 3D-SAL-FP Based on Multipath Routing

In Section 2.6.2, our 3D-SAL-FP algorithm is based on single-path routing, which

means that each commodity (traffic flow in the given core graph) is non-bifurcated and

we choose one single path in the routing graph for one commodity. In this section,

we extend 3D-SAL-FP to work with multipath routing where each commodity can be

split into several subflows and each subflow can be routed independently in the routing

graph.

Let L be the capacity of each subflow, then a commodity with traffic demand di can

be split into ⌈di/L⌉ subflows. Here we use the capacity L to control the granularity of the

subflow, so that the size of the MCF problem in multipath routing can be controlled.

In our experiments, L is set individually for each benchmark because the values of

the traffic demand di varies greatly from benchmark to benchmark. After splitting the
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commodities in the core graph, we treat each of the resulting subflows as a single routing

unit and select one minimum cost path to route it. Since the subflows constituting the

same commodity can be routed on different paths on the routing graph, we refer to the

new routing problem supporting subflows as multipath routing. In fact, the costs for

the routers and links in the routing graph are state-dependent, when the subflows are

routed one after another, it is highly possible for the subflows of one commodity to be

routed on different paths.

Figure 2.2 presents the comparison results of single-path and multipath routings.

(a) Network power

(b) CPU time

Figure 2.2: Comparisons of single-path and multipath routing schemes.

The results are normalized to single-path case. Considering that multipath routing
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can reduce the peak link bandwidth needs and therefore lower network operating fre-

quency [16], we evaluate the network power consumption using the optimized frequency

number corresponding to the peak link bandwidth in the NoC synthesis solution: Giv-

en the peak link bandwidth, we can obtain the optimized NoC frequency as optimized

frequency = peak link bandwidth/link width.

From Figure 2.2 we can see that on average multipath routing can obtain 35%

power savings compared to single-path routing. The overhead in run time for multipath

routing is more than 3X for most of the benchmarks. This is because 1) it takes longer

time for SAL to find a full allocation solution in multipath routing, 2) SAL needs to

explore an expanded solution space for the multipath case. However, this overhead is

related to the increased search space, and will affect any other algorithm (e.g., SA) that

solves this problem formulation.

2.6.4 Comparison of SAL and Simulated Annealing

In this section, we compare the performance of our single-path based SAL algorithm

with another widely-used stochastic approach, Simulated Annealing (SA), by replacing

SAL with SA in the 3D-SAL-FP implementation. We implement two kinds of SA moves

in our work:

1. Consider that in Algorithm 1, SAL approach applies two basic moves allocation(x)

and disconnect(x). In order to perform a fair comparison, we integrate these two

basic moves into the SA engine: in SA, given one full allocation state x, a move to

a neighbor full allocation state neighbor(x) is implemented as a series of single-flow

moves, allocation(x) and disconnect(x), as introduced in Section 2.5.1. We refer

to this SA implementation as Single-flow SA.

2. Given one full allocation state x, a move to a neighbor full allocation state neigh-

bor(x), can be obtained in one of the two ways:

• Disable one of the used routers, and reroute all the traffic flows passing

through that router.

• Disable one of the used links, and reroute all the traffic flows passing through

that link.
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For this SA implementation, several flows may be rerouted in one single move, so

we refer to it as Multi-flow SA.

The performance and runtime of SA algorithm is affected by several parameters,

such as the initial and end temperature Ti and Te, the inner loop number Ninner at

each temperature and temperature reduction parameter τ . We investigate the impact

of runtime on SA’s performance with one randomly selected benchmark IMP. Figure 2.3

shows the simulation results when Single-flow SA is applied.

Figure 2.3: The impact of runtime on the performance of SA for benchmark IMP.

We use the following cost function to evaluate the final 3D NoC solutions:

cost = w1∗chip area+ w2∗network power+ w3∗network latency+ w4∗TSV count

(2.7)

the default weights are w1 = 1, w2 = 10, w3 = 5 andw4 = 3. We normalize all the

costs to the baseline case with runtime of 120 seconds. We tune the parameters for

an appropriate runtime/quality tradeoff from SA. For example, for benchmark IMP,

Figure 2.3 shows that as we increase the runtime of SA from 120 seconds to 2398

seconds, the improvement to the objective function shows diminishing returns: the

improvement is very small but the increase in the runtime is about 20X. We factor this

into our experiments, and the runtime of SA for the benchmarks ranges from several

minutes to several hours.
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Figure 2.4 presents the results of SAL and two SA implementations on both the

published and synthetic benchmarks.

(a) Cost of objective function

(b) Runtime

Figure 2.4: Comparisons with SA.

We use the cost function shown in Equation (2.7), where all results are normalized to

SAL case. Figure 2.4 shows that in terms of the quality of the solutions, SAL performs

approximately as well as SA, but that the execution times are much smaller than those

of SA. For example, for the large benchmark B5 with 124 cores and 266 flows, the cost

reported by SAL is about 3% less than that of Single-flow SA, while the speedup is
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about 18X. Compared to Multi-flow SA, Single-flow SA has longer execution time for

most of the benchmarks because it needs more moves to find a neighbor full allocation

state, but it can find slightly better solutions in most cases.

2.6.5 Exploration of TSV Count

Next, we explore the tradeoffs associated with using more or fewer TSVs in the design.

In 3D circuits, more TSVs imply more vertical interconnects, which mean that the

latency can be reduced in the resulting NoC topology. However, the corresponding

overhead includes increased design area and excessive utilization of a valuable vertical

resource (note that TSVs are also required for routing supply nets, clock nets, thermal

vias, etc.). In this section, we explore the tradeoff between TSV count and network

latency. Single-path based 3D-SAL-FP algorithm is applied for this experiment.

Figure 2.5 shows the tradeoff curve when we gradually increase the weight of TSV

w4 (Equation 2.2) from 1 to 18. As we can see from this figure, the number of TSVs can

be largely optimized when we increase w4 from 1 to 6, and the increase of the network

latency is less than 2%. After that point, the TSV count gradually levels off and the

network latency increases much faster. The minor nonmonotonicities in this figure can

be attributed to the nature of the stochastic approach.

Figure 2.5: The tradeoff between number of TSV and average network latency for
benchmark B1.
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2.6.6 Delay and Power Reduction Potential in 3D NoCs

In this section, we further investigate the impact of 3D integration on the NoC archi-

tecture design. The benchmark B3, with 69 cores and 136 flows, was selected and our

3D-SAL-FP algorithm was applied to synthesize this benchmark with different numbers

of 3D tiers, from 1 to 4. The 1-tier case is the design that uses conventional 2D technol-

ogy. The results are shown in Table 2.3. For each case, we list the following results: the

design footprint, the network power, the maximum path length, the maximum total link

delay, the maximum network latency, the average network latency, the total number of

TSVs, the maximum chip temperature and the CPU time.

Table 2.3: Comparison of the impact of different numbers of 3D tiers on NoC architec-
ture design for benchmark B3

#tier
Footprint

Network Power Max Path Max Link Max Network Avg Network # of
Tmax Time

Router Link Total Length Delay Latency Latency
TSVs

(mm2) (mW ) (mW ) (mW ) (mm) (ns) (ns) (ns) (◦C) (s)
1 216.8 510.5 288.4 798.9 22.1 6.45 14.40 12.42 0 43.8 85.8
2 110.3 505.8 189.2 695.0 17.0 4.95 12.28 9.56 86 63.7 83.9
3 72.0 510.7 164.8 675.5 11.9 3.50 11.51 9.49 94 96.2 87.3
4 56.1 504.8 141.0 645.8 9.2 2.68 11.32 9.44 116 118.0 87.4

Our results show the clear tradeoff when implementing NoC architecture using 3D

circuits: as the number of 3D tiers increases, the footprint size continues to decrease,

together with the maximum length of the path to route the packets. The reduced path

length further brings down the maximum link delay and the total link power at the

cost of increased number of TSVs and higher chip temperature. In addition, we can

observe that although 3D circuits have the potential to reduce the link delay and power,

the improvement flats out as the number of 3D tiers goes beyond a certain point. For

example, as shown in Table 2.3, the network latency does not decrease much as we go

from three tiers to four.

2.7 Conclusion

In this chapter, we have proposed an efficient algorithm, 3D-SAL-FP, to synthesize

application-specific 3D NoC architectures. Our algorithm utilizes a stochastic approach

called simulated allocation (SAL) to reduce the dependency of NoC design results on

flow ordering. We also use accurate delay model for routers in NoCs which consider
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the queueing delay and network contention. Finally, our algorithm performs the floor-

planning of cores/routers and NoC topology synthesis in an integrated iterative loop,

attempting to find the optimal solution for the problem of application-specific NoC

design.

Experimental results on a set of benchmarks show that our algorithm can produce

greatly improved solutions compared to the baseline algorithm with fixed-order flow

routing, simple delay model and without feedback from floorplanning step, reflecting

prior work. In comparison with SA, we show that SAL can find approximately the same

quality solutions, but with better computational efficiency.

We have also investigated several degrees of freedom in this space. First, our com-

parative study between single-path and multipath routing schemes in the SAL frame-

work shows that multipath routing can achieve large power savings with slightly larger

computation times. Second, when we study the impact of TSV count on the network

performance in 3D NoCs, we find that there is a “sweet spot” where the TSV count

is effectively controlled without much penalty on the network performance. Third, we

investigate the benefits that 3D circuits can bring to the NoC architecture design, and

show that link power and delay can be largely improved when moving to 3D implemen-

tation, at the cost of TSV and chip temperature.



Chapter 3

NoC Frequency Scaling with

Flexible-Pipeline Routers

In this chapter, we consider NoC optimization problem for CMP applications. As

presented in Chapter 1, CMPs show intermittent or “bursty” traffic patterns, leading us

to conclude that methods that adaptively scale the voltage and frequency (VFS) of the

network (providing it just as much performance as necessary and saving power while

doing so) can be used very effectively to potentially reduce NoC energy consumption.

Although VFS for NoC can potentially reduce energy consumption, but the associ-

ated increase in latency and degradation in throughput limits its deployment. In this

work, we propose a hardware technique, called flexible-pipeline router, that reconfigures

pipeline stages upon VFS, so that latency through such router remains constant. With

minimal hardware overhead, the deployment of such routers allows us to reduce net-

work frequency and save network energy, without significant performance degradation.

Furthermore, we demonstrate the use of simple performance metrics to determine the

optimal operation frequency, considering the energy/performance impact on all aspects

of the system - the cores, the caches and the interconnection network.

3.1 Introduction

Advances in semiconductor technology have led to continuous increases in device density

and larger system sizes. Concomitant with exponentially reducing device dimensions,

33
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designers face new challenges in maximizing computation while remaining with a strin-

gent power envelope. Over the last decade, CMPs have emerged as a potential solution

to address some of these problems by integrating multiple smaller and more energy

efficient cores in order to replace a single, larger core. These cores must communicate

through an efficient on-chip interconnection network (NoC), and NoC design is vital to

both performance and power.

If incorrectly designed and/or poorly utilized, NoCs can become a major perfor-

mance bottleneck and a significant source of power consumption for CMP system-

s [7, 42, 43]. As CMP-based systems become the main powerhouse for computation,

they must serve diverse computing needs; and thus the on-die NoCs must be designed

for a variety of traffic patterns. The integration of heterogeneous cores [43, 44] onto a

single die further aggravates this situation, since cores with different computation ca-

pability have different performance goals. By identifying the performance requirements

of each core, it might be possible to reduce the energy consumption of the NoC, while

achieving the same overall performance.

State-of-the-art NoC designs often use packet-switched routers to support high band-

width traffic. Under this model, it often takes multiple hops for messages to reach their

destinations, and the energy/delay associated with packets traversing through routers is

the dominating factor. There have been several proposals for reducing the performance

penalty, such as router bypassing [45–47] and enhancing router pipeline design [48–50].

There also exists a large body of work on reducing router energy consumption, which

corresponds to a large portion of NoC energy [7, 42].

A critical design parameter that directly affects both performance and power of NoC

is the network frequency. Techniques such as VFS [51–54] have been widely investigated

to allow the network to operate at a lower frequency to reduce energy consumption, when

possible. Of which [51–53] specifically focus on link latency or power. Mishra et al. [54]

use VFS on the NoC routers to reduce the network power consumption. However,

reducing NoC frequency increases latency and reduces network throughput, which in

turn, degrades overall system performance. An unfortunate side-effect of performance

degradation is that the processors must be kept active for a longer duration, causing

them to consume more leakage power: this factor has become increasingly dominant in

nanometer-scale technologies. As a result, in prior work, frequency is only moderately
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scaled, by up to 20%, with the network and the cores operating asynchronously at

different frequencies. To fully realize the potential of VFS, it is desirable to be able

to scale down the network frequency significantly (our work examines changes of 2×-

4×) up to the point where the performance penalty remains small. Moreover, since

our frequency scaling uses integer multiples of the clock frequency, we can continue to

operate within a fully synchronous paradigm.

Our performance analysis indicates that different applications and cores are sensi-

tive to different NoC performance metrics. For some applications, a reduction in NoC

throughput has relatively little impact on performance, but increasing NoC latency can

cause significant performance degradation. For these types of workloads, we propose

to reconfigure the router pipeline when scaling down the network frequency. With this

technique, the impact on the average time to traverse the NoC for a single message is

minimal, while the peak throughput of the NoC degrades. Thus, for workloads that

have a low or moderate throughput requirements, but are sensitive to the NoC laten-

cies, this technique allows us to reduce NoC energy consumption, without significant

performance degradation. We refer to the proposed routers as flexible-pipeline routers,

since the router pipeline stages are adaptively configured based on the workload.

To demonstrate the effectiveness of the proposed technique, we build a flexible-

pipeline router based on a classic 4-stage baseline pipeline. In general, when NoC

utilization is low, NoC frequency is scaled down. Meanwhile, the router pipeline is

reconfigured by combining some pipeline stages, while using the same latch boundaries.

We use time-borrowing techniques to ensure that this delay-unbalanced reconfigured

pipeline runs at the optimal clock period. We evaluate the proposed router in a chip

multiprocessor connected by a mesh NoC. Our results demonstrate that for a large

class of applications that are only sensitive to network latency, NoC frequency can be

dramatically scaled down without significant performance degradation. This leads to

improvement in NoC energy efficiency.

Any solution that uses pipelined routers for energy savings must satisfy two require-

ments: (1) The hardware overhead must be low: The overhead for our flexible-pipeline

router is minimal, and it only requires a set of multiplexers to bypass registers and alter

clock skews. Our analysis in Section 3.2.2 shows that the cost of the additional hardware

is less than 3% compared to the classic 4-stage baseline router. (2) The savings must
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be demonstrable at the system level: We evaluate the impact of flexible pipeline routers

in the context of an entire multicore system, including the cores, the caches and the

interconnection network, and present the system-wide performance and energy-delay2

(ED2) product. We find that static energy consumption corresponds to a significant

portion of energy consumption. When lowering router frequency, system performance

can degrade, and the weight of static energy increases in total energy consumption,

leading to the conclusion that VFS is unable to consistently improve system ED2.

Related work by Hirata et al. [55] presented the idea of variable-pipeline (VP) router-

s, which aims to achieve similar functionality. However, when the VP router is evaluated

using the above two criteria: (1) its hardware overhead is substantial (13%), and (2)

it only simulated VP routers with network components under a simplified zero-load

latency model and did not provide system-level conclusions.

In the context of improving NoC energy efficiency, this work makes the following

contributions:

• We propose a flexible-pipeline router, where the number of pipeline stages can be

dynamically reconfigured. We reduce the number of pipeline stages when scaling

down the NoC frequency. The proposed router enables us to scale down the

network frequency without increasing router latency.

• We deploy the flexible-pipeline routers in a homogeneous CMP system connect-

ed by a mesh network, and use realistic workload to evaluate their performance

impact when the network frequency is scaled down to reduce network energy con-

sumption.

• We find that VFS may improve or degrade system ED2. Therefore, we propose

to use simple performance metrics to determine whether VFS should be applied.

The rest of this chapter is organized as follows: In Section 3.2, we discuss our pipeline

reconfiguration approach for the flexible pipeline. The experimental platform and work-

load used in this study are described in Section 3.3. We present our experimental results

in Section 3.4 followed by concluding remarks in Section 3.5.
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3.2 Flexible router pipeline design

We use a classic four-stage-pipelined virtual-channel router as an example to show how

our strategy works. However, our approach can definitely work on other enhanced router

designs so long as they have multiple pipeline stages. In this section, we first provide

an architectural overview of the classic router. We then introduce our procedure for

optimizing the pipeline design to maximize the benefit obtained while speed-tuning the

NoC.

3.2.1 Baseline Router Architecture

Figure 3.1 illustrates the microarchitecture of a classic fixed four-stage-pipelined virtual-

channel (VC) router with p input/output ports, as used in Garnet [56]. The major

components that constitute a router are the input buffers, the route computation logic,

the VC allocator, the switch allocator, and the crossbar switch.

Figure 3.1: Classic four-stage virtual-channel router
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Figure 3.2: Router pipeline

Figure 3.2 shows the corresponding fixed four-stage router pipeline. Since on-chip

designs must adhere to tight budgets and low router footprints, flit-level buffering and

credit-based VC flow control are applied for every router. The router supports multiple

message classes (MCs), and VCs from all MCs are multiplexed across the input port.

Every VC has its own private flit buffer and its size can be specified at runtime. The

routing is table-based and deterministic.

When a head flit arrives at an input port, it is first decoded and buffered in the buffer

write (BW) pipeline stage, according to its input VC ID. In the same cycle, a request is

sent to the route computation unit (RC) simultaneously, and the output port for this

packet is calculated based on the destination information presented in each head flit.

The header then arbitrates for a free VC of its output port in the VC allocation (VA)

stage. Upon successful allocation of an output VC, it proceeds to the switch allocation

(SA) stage where it arbitrates for the switch input and output ports. On winning the

switch, the flit moves to the switch traversal (ST) stage, where it traverses the crossbar

and is placed on the output link connected to the next node. The body and tail flits

follow a similar pipeline except that they do not go through RC and VA stages, instead

inheriting the VC allocated by the head flit. The tail flit deallocates the VC reserved

by the packet when it leaves the router.

3.2.2 Flexible-pipeline Router

Although the fine-granularity router pipeline design introduced in Section 3.2.1 can run

at high frequency, and therefore support high throughput, it may degrade the system

performance significantly when the network is slowed down to save power consumption.

This is because such a change causes the network latency to increase, which has un-

desirable effects as discussed in Section 3.1. Therefore, we propose a flexible-pipeline
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reconfiguration approach to adapt to a change in the network speed, based on accurate

delay models for the components in the baseline router introduced in Section 3.2.1.

Delay Models of Router Components

We model the delay of each router component shown in Figure 3.1 by the technology-

independent parametric equations presented in [48].

For each component i, we have two delay estimates: latency (ti) and overhead

(hi). Defined precisely, the latency is the time from when inputs are presented to

the component to when the outputs needed by the next component are stable. The

overhead refers to the setup delay expended by additional circuitry required before the

next set of inputs can be presented to the component. As we introduce our timing

model, let

• τ be the delay of an inverter with identical input capacitance (at 65nm technology,

SPICE simulations show that the value of τ is 7.8ps@1.2V),

• p be the number of input/output ports,

• c be the number of message classes,

• v be the number of VCs per message class, and

• w be the flit size in bits.

The technology-independent parametric delay equations for each router component are

listed in Table 3.1 [48].

Table 3.1: Parameterized delay equations (in τ) for baseline router
Component Parametric delay equation

BW + RC(BR) tBR = 100, hBR = 0
VA tV A = 16 1

2 log4 pv + 16 1
2 log4 v + 20 5

6 , hV A = 9
SA tSA = 11 1

2 log4 p+ 23 log4 cv + 20 5
6 , hSA = 9

ST tST = 9 log8(w⌊
p
2⌋) + 6⌈log2 p⌉+ 6, hST = 0
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Flexible Router Pipeline Reconfiguration

Based on the delay models shown in Table 3.1, we can further determine the optimal

number of pipeline stages, for various router sizes and various operating frequencies and

supply voltages for the NoC.

We first introduce how the stage delay, T , is calculated for a pipeline stage that

includes a few sequential components. Let a and b be the first and last components in

the pipeline stage. Given the ti and hi of each component i on the critical path, we

have

T =

b∑
i=a

ti + hb (3.1)

For example, if we combine the stages SA and ST in the baseline router into a single

stage, then the delay for combined stage would be T = tSA + tST + hST = 111
2 log4 p+

23 log4 cv + 9 log8(w⌊
p
2⌋) + 6⌈log2 p⌉+ 265

6 in units of τ .

Table 3.2 lists the ti and hi numbers of each component for the cases of a 5-port

router and a 6-port router.

Table 3.2: Delay values (in units of τ) of each router component

Router
BW+RC(BR) VA SA ST
tBR hBR tV A hV A tSA hSA tST hXB

5-port 100 0 56.5 9 68.7 9 45.0 0

6-port 100 0 58.7 9 70.2 9 46.8 0

From this data we can clearly see that the pipeline stages are imbalanced, and

conventional clocking would set the period to correspond to the pipeline stage with the

longest delay. Instead, in our work, we apply the time-borrowing techniques to boost

the pipeline frequency using clock skew optimization [57], where slower stages in the

pipeline borrow time from faster stages, such that the linear router pipeline can operate

at the average cycle time of all the pipeline stages. Let Ti be the delay for pipeline stage

i and let n be the total number of stages. Then the clock time for the n-stage router

after time-borrowing is

Tclk =

∑n
i=1 Ti
n

(3.2)

Furthermore, this four-stage linear router can be reconfigured as either a three-stage,
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or a two-stage, or even a one-stage pipeline. For example, a three-stage pipeline can be

obtained by combined any of the two successive components such as 1) BR and VA, or 2)

VA and SA, or 3) SA and ST. Of these, we choose the one with the minimum optimized

clock period T that maximizes the router frequency that the pipeline can support: note

that since the hi values for various stages are different, the optimal frequency varies

with our choice. The best choices are found to be: 1) for the three-stage pipeline, we

combine SA and ST into one single stage and 2) for the two-stage pipeline, we combine

VA, SA and ST into one single stage.

Figure 3.3 shows our final pipeline reconfiguration results for a 5-port router, and Ta-

ble 3.3 summarize the results for two different router sizes after applying time-borrowing

techniques. For each pipeline design case, we list the optimal clock time Tclk in units

of τ , and the maximum frequency F that the pipeline can support in the GHz range.

To achieve energy saving, we also apply voltage scaling as we scale down the frequency

and the following Vdd values are used: 1.2V for four-stage pipeline, 1.1V for three-stage

pipeline, 1.0V for two-stage pipeline and 0.8V for one-stage pipeline. Considering that

the circuit delay is a function of the supply voltage Vdd, we scale τ accordingly based

on Alpha-power law [58] for the above voltage settings.

(a) Four-stage pipeline, Tclk = 72.1τ (b) Three-stage pipeline, Tclk = 93.1τ

(c) Two-stage pipeline, Tclk = 135.1τ (d) One-stage pipeline, Tclk = 270.2τ

Figure 3.3: Optimal pipeline reconfiguration for a 5-port router, time borrowing tech-
nique is applied to boost the pipeline frequency.

Table 3.3: Optimal clock periods/frequencies for various pipeline configurations

Router
4-stage 3-stage 2-stage 1-stage

Tclk Max. F Tclk Max. F Tclk Max. F Tclk Max. F

5-port 72.05 1.78 93.07 1.32 135.10 0.87 270.2 0.39

6-port 73.43 1.75 94.90 1.30 137.85 0.85 275.7 0.38
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Given the maximum frequency numbers for each pipeline design, it is straightforward

to select the optimal pipeline design at a given network speed. The basic principle behind

this idea is that at the same network speed, a shorter pipeline with fewer stages leads

to lower router latency, and therefore, better network performance. For example, for

the 5-port router, if its frequency is set to be 1.5GHz, then only the four-stage pipeline

with a peak frequency of 1.78GHz can be fast enough. However, if we reduce the router

frequency to 1.0GHz, then both four-stage pipeline and three-stage pipeline can meet

the frequency demand, but we will choose three-stage pipeline to maximize the router

performance. Table 3.4 presents the results of optimal pipeline stage number N =

1, 2, 3, 4 for different routers with different router to processor clock ratio S (explained

in Section 3.3.1).

Table 3.4: The optimal number, N , of pipeline stages with different processor to router
clock ratio S; the processor frequency is 1.5 GHz.

Router S = 1 S = 2 S = 3 S = 4 S = 5

5-port 4 2 2 1 1

6-port 4 2 2 1 1

Architecture Support for Flexible Pipeline Reconfiguration

The hardware support required for out flexible-pipeline router is minimal, and only

needs a set of multiplexers that bypass registers and alter clock skews. In Figure 3.4

we only show the multiplexers used to bypass the registers after each pipeline stage.

Given a particular pipeline configuration, we set the stage selection signals to combine

the successive stages correspondingly. The delay of the 2:1 multiplexers used in the

flexible-pipeline router is just several τs, therefore their impact on the pipeline clock

period is negligible for all the pipeline configurations. For the area cost, after analyzing

the gate count of each component in the flexible-pipeline router, we find that the router

area is dominated by the input buffers and VC allocators, and the multiplexers only

account for less than 2% hardware overhead in terms of the router area.
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Figure 3.4: Router architecture for flexible pipeline reconfiguration

3.3 Experimental platform

3.3.1 CMP System Simulator

We use Multifacet’s General Execution-driven Multiprocessor Simulator (GEMS) [59]

as our simulation engine. GEMS is a Simics-based [60] full system simulator using

timing-first simulation approach. This infrastrcture provides detailed performance and

power models for the processor pipeline, the memory hierchy, as well as the NoC. The

NoC simulator provides the flexibility for customizing the interconnection by providing

support for various network topologies, including user-specified ones. The NoC power

model is provided by Orion 2.0 [39], which reports the total switch and link power.

The NoC power breaks down into three segments: dynamic, static (leakage) and clock

power.

In this work, we simulate an 8-core CMP system with 65nm technology nodes,

where the cores/L2 cache banks and memory controllers are connected using a mesh

network. Architecture parameters can be found in Table 3.5. The interconnection

network uses a deterministic shortest path routing algorithm. For the processor power,

we employ Wattch [61], an architectural level power modeling tool. We have updated

the technology-specific parameters in Wattch based on the ORION 2.0 technology file.

Simulation results show that the power of floating function units (FUs) dominates the
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Table 3.5: Baseline Simulation Configuration
Processor Core 1.5GHz, one-way in-order

3 integer FUs, 6 floating FUs

Private L1 Cache Split private I/D caches, each 2KB,
2-way set associative, 64B block size,

1-cycle access latency

Shared L2 Cache 4M banked, shared distributed, 512KB (per core)
4-way set associative, 64B block size,

8-cycle access latency

Memory 4GB DRAM, 200 cycle access latency,
four memory controllers (one

in each corner node)

Router 5 Input/output ports, 4-stage Pipeline,
5 message classes, 2 VCs per class,

64-bit flits, 4-flit buffer depth,
1 flit per control packet, 9 flits per data packet,

wormhole routing

total FU power. Therefore, we use power gating and clock gating techniques to disable

the inactive floating FUs in the CMP system.

In our baseline, the processors and NoC operate at the same frequency. Upon fre-

quency scaling, we introduce a slow down parameter S, which is the router-to-processor

clock ratio. For example, S = 2 implies that one network clock cycle is equivalent to

two processor cycles. In our experiment, we experiment with three integer values, S =

1, 2, and 4. We found that, the link delays are small enough that for any of the S values

used here, a flit can traverse a link within one network cycle.

3.3.2 Workloads

We choose applications from the SPEC OMP2001 [62], NU-Mine [63] and PARSEC [64]

benchmark suites as our workload input. In total we evaluate 6 correctly-compiled

benchmarks written in C/C++. An overview of these applications are shown in Ta-

ble 3.6.

In accordance with common practice in the architecture community when working

with such benchmarks, in order to reduce simulation time, for each benchmark we first

fast-forward to the beginning of the region of interest (the parallel section representative
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Table 3.6: Benchmark Descriptions
ammp Computational Chemistry

art Neural network simulation;
adaptive resonance theory

blackscholes Computational finance

equake Finite element simulation;
earthquake modeling

fkmeans Fuzzy-logic based data partitioning

kmeans Mean based data partitioning

of the whole application) in Simics without loading Ruby; after that, we load Ruby and

simulate one billion instructions.

3.4 Experimental Results

In this section, we evaluate a CMP, as described in Section 3.3.1, with the proposed

flexible-pipeline routers, and compare its performance and energy consumption with a

system that uses fixed-pipeline routers. Figure 3.5 shows the performance and energy

results, with routers scaled with different slow down factors (S = 2, 4). For the reasons

specified in Section 3.1, we limit the choice of S to integer values. The results are

normalized to the case where the NoC is unscaled i.e., S = 1.

In general, reducing the network frequency can reduce energy consumption (Fig-

ure 3.5(a)), but it can also increase network latency and degrade network throughput.

Such impacts directly translate into system performance degradation, as shown in Fig-

ure 3.5(b). The first set of bars in Figure 3.5(b) corresponds to the unscaled NoC (bars

Base), the next two sets of bars correspond to CMP systems with fixed-pipeline routers

(bars Con2 ) and flexible-pipeline routers (bars Flex2 ) when the network frequency is

scaled by 50% and voltage is scaled from 1.2V to 1.0V.

For fixed-pipeline routers (bars Con2 ), on average, energy consumption is reduced by

41%, but system performance is degraded by 7%. The reduction in energy consumption

is mainly due to reduction in clock energy and dynamic energy. In particularly, clock

energy reduction due to frequency scaling is significant. This is because clock energy is

proportional to the product of V 2
dd and number of clock transitions. For example, when

the network voltage is reduced from 1.2V to 1.0V and the network frequency is slowed
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(a) Network energy. Dynamic corresponds to the total dynamic energy consumed by both
routers and network links; segment Clock corresponds to dynamic energy for distributing
the clock; Static corresponds to the total static (leakage) energy consumed.

(b) System performance

(c) ED2 of the system

Figure 3.5: Comparison of fixed-pipeline and flexible-pipeline routers. Base corresponds
to no scaling and using fixed-pipeline routers. Con2 corresponds to network frequency
scaled down by a factor of two, and using fixed-pipeline routers. Flex2 and Flex4
corresponds to network using flexible-pipeline router and frequency scaled down by a
factor of two and four, respectively. All results are normalized to Base.
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down by a factor of 2, it corresponds to a 65% reduction of clock energy. Dynamic energy

is proportional to V 2
dd and the amount of work performed by the NoC. Since the data

path that each packet traverses is the same and the number of packets is similar before

and after scaling; the amount of work performed by the NoC is not significantly changed

due to scaling. As a result, dynamic energy of the network decreases quadratically as

network voltage goes down. Static energy of the network reduces linearly with network

voltage but increases linearly with total execution time. In our experiment, changes in

network static energy are small compared to clock and dynamic energy.

When the flexible-pipeline router is deployed, with the same voltage/frequency scal-

ing, the average system performance degradation is only 1.6%, and the average network

energy consumption is reduced by 43% (bars Flex2 ). This corresponds to a 2% addi-

tional reduction from the fixed pipeline case. This small reduction in energy is a side

effect of performance improvement: by completing the application faster, we are able

to reduce static energy. Overall, NoCs with flexible-pipeline routers are more energy

efficient.

The performance impact of network voltage and frequency scaling varies with the

workload. Table 3.7 lists the cache miss rates for all the workloads.

Table 3.7: Cache Miss Rates For Evaluated Workloads

Workload
L1 data cache L2 cache

(misses/K instructions) (misses/K instructions)

ammp 13.7 4.4

art 40.8 18.1

blackscholes 8.1 0.9

equake 2.8 2.6

fkmeans 1.9 1.7

kmeans 2.4 1.9

Some applications, such as ammp and art suffer from a large number of L1 cache

misses, and thus are very sensitive to L2 cache response time through the network. For

these applications, network frequency scaling can degrade performance in two ways.

On the one hand, frequency scaling leads to increases in network latency and L2 cache

response times, which in turn increases the number of cycles per instruction (CPI). On

the other hand, network frequency scaling decreases the throughput capability of the
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network, and thus causes more contentions. Although flexible-pipeline routers are able

to effectively avoid increasing network latency in the absence of network contention,

they see some level of throughput degradation due to contention. Thus, applications

with high throughput requirements are likely to suffer performance degradation with

frequency scaling. For other applications, when frequency is scaled down, deploying

flexible-pipeline routers allows us to reduce energy consumption without suffering ap-

preciable performance degradation.

If the network contention is low, flexible-pipeline routers make it possible to scale

down network frequency without increasing the latency. However, this technique cannot

prevent degradation in the network throughput, and thus frequency scaling can still lead

to performance degradation. Bars 1, 3 and 4 of Figures 3.5(a) and 3.5(b) show the per-

formance and network energy consumption as a result of voltage and frequency scaling

when the network is scaled by factors of two and four, respectively, again using the no

scaling case as a reference. It is clear that scaling reduces both the performance and

the energy. When network is scaled by a factor of four, all workloads suffer noticeable

performance degradation. However, the energy savings in going from a scaling factor of

two to four shows diminishing returns as compared to the case where we go from scaling

factor one to two. This is primarily related to the fact that applications take longer to

complete, and the NoC hardware is activated for a longer duration, during which static

(leakage) energy is expended. This increase in static energy offsets the gains made in

reducing the dynamic network energy.

Up to this point, we have only considered the energy consumption of the network.

However, whether VFS is beneficial must be considered in the context of the entire

system, including the cores, the caches and the interconnection network. Figure 3.5(c)

shows the ED2 of the entire system. In comparison to flexible-pipeline routers, sys-

tem with fixed-pipeline routers has higher ED2 due to significant system performance

degradation. We also find that for applications with a high cache miss rate, such as

ammp and art, frequency scaling degrades ED2 even with flexible-pipeline routers. This

is because network throughput degrades with frequency scaling, even when flexible-

pipeline router is used; and the above applications have high throughput requirement.

As a result, these applications suffer from performance and ED2 degradation upon fre-

quency scaling. Furthermore, extended execution time also leads to more static energy
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consumption, which in turn further degrades ED2.

The decision of scaling down network frequency should be specific to each applica-

tion. In our case, the four out of six benchmarks benefit from frequency scaling. For

some applications, such as blackscholes, aggressive frequency scaling adversely degrades

ED2. This is because for blackscholes, when the scaling factor is increased from 2 to

4, the decrease of system energy (0.4%) cannot offset the increase of CPI (2.4%). As a

result, in some cases it is undesirable to aggressively scale down network frequency. It

is worth pointing out that cache miss rate is only one metric for determining optimal

router frequency. Other performance metrics, such as router utilization, can also serve

as good indicators.

3.5 Conclusion

This chapter presents flexible-pipeline routers that are capable of re-balancing the

pipeline stages upon voltage and frequency scaling, while operating the cores at the

original frequency. The hardware complexity for supporting pipeline rebalancing is

minimal. We compare 8-core mesh-based CMP systems with fixed- and flexible-pipeline

routers running realistic workloads, respectively. When frequency is scaled down, ener-

gy reduction is dramatic for both systems, while the performance degradation can be

low to medium. We compute the system ED2 and show that for some benchmarks this

value is noticeably improved with frequency scaling, while for others, it degrades. The

improvement is application-specific and we see a close relationship with the cache miss

count. However, for systems with fixed-pipeline routers, both throughput and latency

degrades; while for systems with flexible-pipeline routers, latency remains unchanged as

throughput degrades. Thus, as long as the network throughput is low, frequency-scaling

on systems with flexible-pipeline routers are able to achieve energy saving with minimal

performance degradation; and thus are more energy-efficient.

The proposed routers are able to improve energy-efficiency of the system by ex-

ploiting the fact that certain workloads are latency-sensitive, but are not throughput-

intensive. The proposed technique can work in tandem with (and are largely orthogonal

to) other techniques that are intended to reduce router power, such as router bypass-

ing [45–47], router pipeline bypassing [50], speculative switch arbitration [48], as well
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as various congestion management strategies [54]. For routers that support bypassing

and speculative arbitration, it is still possible to re-balance the pipeline stages, but we

must take care to only re-balance the non-bypassed pipeline stages. Existing congestion

control mechanisms can work in NoC with flexible-pipeline routers, although network

bottlenecks may shift as a result of frequency scaling.



Chapter 4

Power Grid Optimization in 3D

Circuits Using MIM and CMOS

Decoupling Capacitors

In the previous two chapters, we present work on the on-chip communication network

for 3D and multicore processors. In this and following two chapters, we explore another

aspect – the design and optimization of on-chip power delivery network.

In three-dimensional (3D) chips, the amount of supply current per package pin

is significantly more than in two-dimensional (2D) designs [9]. Therefore, the power

supply noise problem, already a major issue in 2D, is even more severe in 3D. CMOS

decoupling capacitors (decaps) have been used effectively for controlling power grid

noise in the past, but with technology scaling, they have grown increasingly leaky. As

an alternative, metal-insulator-metal (MIM) decaps, with high capacitance densities

and low leakage current densities, have been proposed. In this chapter, we explore

the tradeoffs between using MIM decaps and traditional CMOS decaps, and propose

a congestion-aware 3D power supply network optimization algorithm to optimize this

tradeoff. The algorithm applies a sequence-of-linear-programs based method to find the

optimum tradeoff between MIM and CMOS decaps. Experimental results show that

power grid noise can be more effectively optimized after the introduction of MIM decaps,

with lower leakage power and little increase in the routing congestion, as compared to

51
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a solution using CMOS decaps only, and motivate the stronger need for these decaps in

3D technology, as compared to 2D designs.

4.1 Introduction

Three dimensional (3D) circuit technologies, with multiple tiers of active devices stacked

above each other, are a key approach to increased levels of integration and performance

in the future. However, there are two significant limitations that 3D technologies must

overcome before achieving their full potential, related to on-chip thermal issues and

reliable power delivery. Both issues can be illustrated through a simple back-of-the-

envelope calculation. A k-tier 3D chip that stacks k similar chips could use k times

as much current as a single 2D chip of the same footprint. However, the packaging

technology is not appreciably different: with a similar heat sink, the on-chip temperature

on such a 3D chip can be up to k times higher than the 2D chip, and with a similar

number of pins in the package, the current per pin is k times higher than the 2D case.

The above analysis operates under very coarse assumptions (for example, a smart

3D designer may not stack k layers with identical power levels), and a more nuanced

approach is necessary for a more accurate analysis – but the eventual conclusions that

thermal and power delivery issues are important in 3D – are inescapable. While much

research has been conducted on thermal management strategies such as thermal via

insertion, and the spatial distribution of power sources, the power delivery problem has

attracted limited attention to date.

The power delivery problem can be summarized as follows. The parasitics in the

power network, together with temporal variations in the current drawn by a circuit,

result in a time-varying voltage drop/surge at nodes in the power grid. These variations

can adversely impact the performance and the reliability of a circuit. Such shifts become

more acute with technology scaling: on the one hand, noise margins become more strin-

gent with reducing Vdd levels, and on the other hand, with increased switching speeds

and larger currents, IR, LdI/dt, and electromigration effects become more prominent.

In 3D circuits, robust power supply network design is more challenging, and significant

resources have to be invested in building a bulletproof power grid for the 3D chip.

Several techniques are available to increase the reliability of power grids and control
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power grid noise, such as wire widening, grid topology optimization, and decap inser-

tion. Of these techniques, decaps are arguably the most powerful method for reducing

transient noise, and are therefore addressed in this paper. Decaps serve as local current

reservoirs, and can be used to satisfy sudden surges in current demand by the functional

blocks/cells, while keeping supply voltage levels relatively stable.

Conventional technologies for implementing decaps are based on SiO2-based struc-

tures that are widely used in robust power delivery network design. In the recent past,

the CMOS decap allocation and optimization problem has been investigated by numer-

ous researchers for 2D [65–67] and 3D technologies [67–69].

Unlike the 2D case, new considerations come into play while optimizing a 3D power

grid using CMOS decaps. Since CMOS decaps are usually fabricated using white space

on the device layer, they must compete for area with through-silicon vias, or with the

landing pads of 3D vias, for the limited white space. This leads to a new resource

contention problem. One way to resolve this contention problem is to increase the chip

size in order to make room for CMOS decaps. However, one of the advantages of 3D

circuits over 2D implementations is their reduced chip footprint: increasing the chip

size may counteract this benefit. Leakage power is an important issue in 3D circuit

design. The CMOS decaps added to the 3D circuit will consume extra leakage power,

and make things worse. While new high-k dielectrics have been proposed, they will

provide temporary relief to the gate leakage problem.

In this work, we address all of these issues. One of the novel features of our work is

that it optimizes the power supply network using both conventional CMOS decaps and

MIM decap technology, illustrated in Figure 4.1, which has high capacitance density and

low leakage current density [2, 70, 71]. However, since MIM decaps are built between

layers of metal interconnects, they present routing blockages to nets that attempt to

cross them, and therein lies the tradeoff. The properties of MIM decaps makes them

attractive for both 2D and 3D chips, but we pay particular attention to the 3D decap

problem in this paper because (i) the power integrity problem is particularly critical in

3D, and requires novel approaches that leverage advances in materials, and (ii) the added

complexity of handling routing blockages in a very constrained environment makes the

3D problem especially challenging.

We formulate the decap budgeting problem as a Linear Programming (LP) problem,
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A reliable metal-insulator-metal (MIM) capacitor exceeding 

250nF has been integrated into the copper/low-K backend of a 

high-performance 90nm SOI technology.  The reduction of 

supply grid voltage transients has enhanced microprocessor 

performance by approximately 10% without increasing the 

     The difficulties associated with continued scaling of high-

performance CMOS devices is forcing researchers to explore 

alternative paths for increasing system performance.  One such 

path is the more effective elimination of chip supply grid 

voltage transients using on-chip MIM (metal-insulator-metal) 

decoupling capacitors to supplement the existing system 

Figure 4.1: (a) Schematic of a MIM decap [2]. (b) MIM and CMOS decaps in one 2D
tier with 6 metal layers.

and propose an efficient congestion-aware algorithm to optimize the power supply noise,

while trying to find a balance between the routing congestion deterioration and leakage

power increase.

4.2 Problem Formulation

We tile the layout using an uniform grid G′ that is coarser than the original power

grid, G, so that each tile of G′ contains less than 20 power nodes in G. Our algorithm

proceeds iteratively, adding a small amount of decap to the circuit in each iteration. An

observation node is dynamically chosen from G for each tile in G′, and all newly added

decaps in this tile are connected to this observation node in each iteration. This helps

in reducing the number of possible decap insertion spots, thus controlling the size of the

problem that we solve.

4.2.1 Objective function

A key metric for the objective function is the noise violation area for the circuit. Given

the transient voltage waveform, vi(t), at each node i of the power grid, the violation
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area, Si, at the node is given by [65]:

Si =
∑
j

∫ te,j

ts,j

max{Vlimit − vi(t), 0}dt (4.1)

where, Vlimit is the voltage threshold, usually set to be 90% of Vdd, and [ts,j , te,j ] is the

jth interval during which the constraint is violated. The noise violation area, S, is the

sum of Si over all nodes. The goal of our optimization is to reduce the violation area

to zero at all nodes, with optimal resource usage.

We denote the newly added CMOS and MIM decaps in tile k by ∆xk and ∆yk,

respectively in each iteration. Let S =
∑n

i=1 Si be the total violation area over all the

n nodes in the supply grid. The objective function in each iteration is to minimize the

total increase in the leakage power, ∆P , while maximizing the reduction in the noise

violation area, S, i.e.,

minimize α ·∆Sscaled + (1− α) ·∆Pscaled (4.2)

Here, α is a weighting parameter that sets the objective to be a convex combination of

the scaled noise violation metric, ∆Sscaled, and the scaled leakage power, ∆Pscaled, where

the scaling ensures that the magnitudes of the two terms are similar. The parameter

∆S is the change in S when a small amount of CMOS decap and/or MIM decap is

added to each tile k. Since the amount of decap inserted in each iteration is small, this

change may be computed as

∆S =

m′∑
k=1

{(∂S/∂xk) ·∆xk + (∂S/∂yk) ·∆yk}, (4.3)

where m′ is the number of tiles in G′, ∂S/∂C is the sensitivity of S with respect to

the decap C ∈ {xk, yk}, and ∆xk and ∆yk are as defined above. We note that ∂S/∂xk

and ∂S/∂yk are nonpositive, since the violation area must decrease when decaps are

added to the circuit. Therefore, minimizing ∆S, which is nonpositive, implies that we

maximize the absolute reduction in S.

The leakage ∆P is calculated as
∑m′

k=1 (ak ·∆xk + bk ·∆yk). In other words, it is

the weighted sum of the increase in leakage due to the newly added decaps ∆xk and
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∆yk. The weights ak and bk are given by

ak =
LDCMOS

CDCMOS
· ϕ(Tk) (4.4)

bk =
LDMIM

CDMIM
· ϕ(Tk) (4.5)

Here, LDCMOS , LDMIM , CDCMOS , and CDMIM are, respectively, the leakage densities

of CMOS and MIM decaps, and the capacitance densities of CMOS and MIM decaps,

and Tk is the average temperature in the tile k. The ratio ∆xk
CDCMOS

provides the area

of the added decap, which when multiplied by LDCMOS determines the corresponding

leakage. The penalty term ϕ(Tk) = T 2
k ·exp(µ/T 2

k ) captures the effect of temperature on

each leakage term, where µ is a constant negative number [72]. A higher temperature

Tk corresponds to a larger ϕ(Tk), which means that the increase in leakage in tile k is

controlled more strictly.

Considering that ∆S and ∆P may have different orders of magnitude, to better con-

trol the coefficients of the objective function, we scale them to ∆Sscaled and ∆Pscaled re-

spectively. We normalize ∂S/∂xk and ∂S/∂yk, scaling them by max{|∂S/∂xk|, |∂S/∂yk|},
so that |∂S/∂xk|, |∂S/∂yk| lie in [0, 1]. Similarly, ak and bk are also scaled by the factor

max{ak, bk} so that they lie in [0, 1].

The weighting parameter α is dynamically adjusted: at the beginning of the opti-

mization, it is likely that CMOS decap resources are freely available and distributed

over the whole chip area, but the leakage power cost is large if we use CMOS decaps

to eliminate the noise. Therefore, we choose to use small α (in the range of 0.1 to 0.2)

to control the increase of leakage power, and prefer to use MIM decaps at this stage.

As the optimization proceeds, since more of the noise violations are eliminated and

more regions become congested after inserting MIM decaps, we increase α to use more

CMOS decap to help eliminate the remaining noise. At each iteration, we track nvio,

the number of grids that contain violating nodes, and nmim, the number of grids where

MIM decaps are inserted; if nmim/nvio is less than 5%, then we increase α by 0.1, unless

it is already equal to 1.0.
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4.2.2 Constraints

1. Congestion constraints. Since the MIM decaps inserted between metal layers may

become potential routing blockages, it is necessary to impose a constraint that

restricts the deterioration of congestion with MIM decap insertion. This constraint

is written as:

∆Congk ≤ γ · Congk (4.6)

where Congk is the current congestion value in tile k, ∆Congk is the change of

the congestion in tile k in the current iteration, and γ is a bounding parameter,

which is empirically set to be 0.03 to 0.05 in our experiments.

Since each iteration imposes only a small change in the inserted decaps, it is

reasonable to formulate ∆Congk as a linear function of the inserted MIM decaps

∆Congk =
∑

i∈Rk
(ci · ∆yi), where the set Rk and the justification for this term

are described in detail in Section 4.3.

2. Decap resource constraints. For a tile k, the amount of CMOS decap that can

be used is limited by its available white space, and the amount of MIM decap

is restricted by its capacity. If Ck
CMOS and Ck

MIM are the current maximum

allocatable amount of CMOS and MIM decaps in tile k, then the decap resource

constraints for tile k can be formulated as:

0 ≤ ∆xk ≤ min{∆CMOS , C
k
CMOS} (4.7)

0 ≤ ∆yk ≤ min{∆MIM , C
k
MIM} (4.8)

where ∆CMOS and ∆MIM are upper bounds that are chosen to control the amount

of CMOS and MIM decaps inserted in each iteration.

Equations (4.2)-(4.8) together formulate a linear programming problem.

4.3 Congestion Analysis And Linear Congestion Model

We estimate the routing congestion for decap optimization in 3D circuits using a proba-

bilistic method, similar to [73], extended to 3D. However, any other congestion predictor
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could be used to replace this estimator with relatively few modifications, leaving the

overall methodology unchanged. Given a placed 3D netlist, the core area is discretized

using a 3D mesh, and the congestion in each tile of this mesh is estimated. For the

purposes of our algorithm, the congestion in the Z direction is the most important: s-

ince the uppermost two layers primarily consist of supply/clock wires rather than signal

wires within a single tier, MIM decaps primarily affect signal routes in the Z direction.

However, other terms in the objective function can act to provide disincentives to large

area capacitors which would create significant bottlenecks to power/clock wires in the

X, Y, and Z directions as well.

The initial congestion map for the circuit is thus calculated, and is predicated on the

assumption that there are no blockages in the region. However, in case the design uses

IP blocks that impose blockages for decaps, this information may easily be incorporated

into the congestion estimator. When a MIM decap is inserted, it results in a blockage and

causes a perturbation in the congestion values. We model this change in the congestion

in a tile cell, assuming a small perturbation as a linear function. We now describe the

procedure used to calculate this linear function using the initial congestion map.

Let Rk be a set of tile cells (including k) within a specified Manhattan radius,

maxDist, of a tile cell k. We assume that the size of Rk is bounded by a small num-

ber, reflecting the fact that we operate under small perturbations that do not cause

widespread congestion changes far away from k. For each tile cell i ∈ Rk, let Wi be the

current number of routes in tile cell i, and let CurCapi and NewCapi be the current

and new routing capacities in tile cell i after the insertion of a MIM decap.

Let ∆Wi be the number of routes in the tile cell i to be redistributed. The re-

distribution process proceeds as follows after a small additional MIM decap, ∆yi, is

inserted in tile cell i. If Wi is smaller than the current capacity, CurCapi, then none

of the routes in tile i need to be redistributed but the congestion values are updated to

reflect the reduction in the capacity. Otherwise, it is necessary for routes in tile i to be

redistributed. The number of routes to be moved out of tile i, to neighboring tile cells,

is calculated as:

∆Wi =Wi ×
CurCapi −NewCapi

CurCapi
(4.9)

The redistribution depends on the Manhattan distance of a cell from i. For a tile cell k
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that is at a distance d from cell i (k ̸= i), the number of routes added is computed as:

∆Wk,i =
1

4d
× ω

d
×∆Wi (4.10)

where ω =
4∑maxDist

j=1 (1/j2)
(4.11)

The term ω
d captures the fact that the number of routes added to a cell varies inversely

with its distance d from cell i, and these are equally distributed among the 4d cells that

lie at a Manhattan distance of d from i. The role of the factor, ω, is to ensure that

the total number of routes redistributed equals ∆Wi. In our experiments, the value of

maxDist is set to be 1/3 of the smaller of the number of tile cells in X and Y directions.

We then calculate ∆Congk,i, the increase in congestion in tile cell k caused by ∆Wk,i,

as ∆Congk,i = ∆Wk,i/CurCapk = ci · ∆yi (k ̸= i). This leads to the following linear

approximation

∆Congk = ck ·∆yk +
∑

i∈Rk,i̸=k

∆Congk,i

=
∑
i∈Rk

(ci ·∆yi) (4.12)

where ck ·∆yk is the congestion increase caused by the MIM decap ∆yk added to tile k.

4.4 Sequence-of-Linear-Program Based Solution

We use an iterative flow to solve the decap allocation problem. In each iteration we

allocate a relatively small amount of decap to the current circuit, for two reasons.

Firstly, the decap allocation problem is highly nonlinear, and this iterative approach

permits us to control the optimization process by solving a sequence of linear programs,

one in each iteration. Secondly, it avoids the excessive allocation of decaps that could

invalidate the approximate linear model of congestion and violation area used in our

algorithm: these models are predicated on the assumption of small perturbations.

The overall optimization flow can be formulated as follows:

1. Initial setup steps: solving the input 3D power grid, determining the set of nodes

that violate the voltage specifications and computing the noise violation metric,
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building the coarser gridG′ as described in Section 4.2, generating the temperature

map for the circuit using 3D thermal analysis, and evaluating ϕ(Tk) in each tile k

of G′.

2. If violation node set is empty, then stop. Otherwise, for each tile k that contains

at least one node that violates the voltage specification, select one observation

node Nk. The node Nk is chosen to be the node i with the maximum violation

area, Si, in tile k.

3. For each tile that contains an observation node Nk, calculate ∂S/∂CNk
, the deriva-

tive of the total violation area S with respect to the decap CNk
added at Nk using

the adjoint analysis method.

4. For each tile k, calculate ∆Congk =
∑

j∈Rk
(cj ·∆yj) using the method described

in Section 4.3.

5. Formulate the linear programming problem described in Section 4.2 and solve it.

6. Update the decap budget using the solution from LP solver. For each tile k, if

the solution ∆xk or ∆yk of current iteration is not zero, then we insert corre-

sponding ∆xk CMOS decap or ∆yk MIM decap to tile k. Next, we update the

current maximum allocatable amount of decap resource Ck
CMOS or Ck

MIM in tile

k correspondingly.

7. Solve the circuit using the updated decap allocation, and update the set of vio-

lating nodes.

8. Update the current total violation area S.

4.5 Experimental Results

The overall 3D power grid optimization flow has been written using Tcl, and the 3D

power grid analyzer and the congestion and leakage aware decap allocation algorithm

are implemented in C++. All experiments are performed on an Intel Pentinum 4 CPU

2.8GHz Linux machine with 1G memory running Redhat Linux 2.6.9.
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The 3D placement tool in [74] is first applied to generate the 3D layouts from the

IBM-PLACE benchmarks using four tiers. Next, we scale all the layouts to the 90nm

technology node. Since the time-varying current sources, which model the behavior of

each functional unit, are not originally available in these benchmarks, we use a method

similar to [65] to generate the waveforms in each circuit. Six layers of regularly dis-

tributed power grid are generated for each 2D tier of a 3D circuit when building the

3D power grid. The supply voltage is set to be 1.2V and the voltage drop threshold is

chosen to be 0.12V in each of the experiments. The capacitance densities for CMOS

and MIM decaps are, respectively, set to be 17.3fF/µm2 (the oxide thickness is as-

sumed to be 20Å) and 8.0fF/µm2. The leakage density of a CMOS decap is set to

be 6.5× 10−5mA/µm2, which is obtained from the simulation of a CMOS decap using

PTM model [75]. For all of our experiments, the leakage density of the MIM decap is

sufficiently small that it can be neglected.

4.5.1 Comparison Of Optimization Efficiency

Table 4.1 lists the parameters of the benchmarks used in our experiments. The circuit

ibm123 is the combination of three ibm benchmarks: ibm01, ibm02 and ibm03.

Table 4.1: Parameters Of Benchmarks
Circuit #Nodes Worst voltage #Violation Violation Area Power Density Temperature

droop (V) nodes S (V · ns) (×107 W/m2) (◦C)

ibm123 18634 0.135 3330 13.739 [0, 1.27] [22.5, 88.9]

ibm05 12026 0.122 1359 72.260 [0, 1.33] [26.2, 84.7]

ibm08 17030 0.125 3191 41.305 [0, 1.29] [25.9, 74.3]

ibm10 29262 0.159 5935 91.286 [0, 1.25] [26.1, 84.9]

ibm18 75042 0.163 6392 108.649 [0, 2.28] [29.7, 92.3]

Table 4.2 lists the results of decap optimization in three different cases.

First, only CMOS decaps are used: in this case, it is not possible to add enough

CMOS decaps to eliminate the the violation area S (see column 3) for any of the five

circuits. However, we list the results for the best available solution that minimizes

this metric, showing the final number of violating nodes (VNs) that fail to meet the

constraints, the corresponding violation area (S), the total leakage current of the CMOS

decaps (Lkg), the total amount of CMOS decap allocated (CMOS), the total number
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Table 4.2: Comparison Of Optimization Efficiency

Ckt
CMOS only MIM only CMOS + MIM

VNs S Lkg CMOS#IterTimemaxCavgCMIM#IterTime Lkg maxCavgCCMOSMIM#IterTime
(V·ns)(mA) (pF) (s) (%) (%) (pF) (s) (mA) (%) (%) (pF) (pF) (s)

ibm123 375 0.024 2.0 543 28 141 15.8 3.9 607 7 59 1.0 8.4 1.7 271 345 5 49
ibm05 33 0.050 1.7 462 7 28 19.7 1.7 550 23 111 1.4 0.0 1.2 360 178 23 114
ibm08 38 0.011 1.1 302 19 88 30.6 1.5 768 24 134 0.5 0.0 1.0 145 622 22 121
ibm10 371 0.184 1.5 408 15 123 10.6 5.9 511 11 186 0.8 4.5 2.6 220 296 4 135
ibm18 157 0.082 2.5 673 16 450 39.5 5.3 812 9 339 1.3 7.0 3.7 344 472 9 331

of iterations required by the optimizer (#Iter), and the total CPU time (Time).

Next, only MIM decaps are used: in this case, the violation area is completely

eliminated by our procedure. Considering that the allocated MIM decaps will affect the

routing congestion, we list the following results: the percentage increase in maximum

and average Z-direction routing congestion after optimization (maxC, avgC), the total

amount of MIM decap allocated (MIM), as well as the total number of iterations

(#Iter) and the total CPU time (Time) for this case. Since MIM decaps have much

smaller leakage density than CMOS decaps, for all practical purposes, their leakage is

zero and is not shown in the table.

Finally, when both CMOS and MIM decaps are used, again, the violation area is

completely eliminated. We list the total leakage current of the CMOS decaps (Lkg),

the percentage increase in maximum and average Z-direction routing congestion after

optimization (maxC, avgC), the total amount of CMOS decap allocated (CMOS), the

total amount of MIM decap allocated (MIM), the total number of iterations (#Iter)

and the total CPU time (Time).

From Table 4.2 we can see that for each of the five circuits, the violation area cannot

be eliminated through the use of CMOS decaps only. This is due to the fact that the

amount of CMOS decap that can be added in a circuit is limited by the available area of

white space; moreover, for decaps to be effective, it is important for sufficient white space

to be available near the area where the voltage constraints are violated. Placing decaps

far away from the voltage violation area is of little help in alleviating noise violations.

Therefore, unless we disturb the current placement or enlarge the chip size to make more

white space available near the violation area, it is not possible to completely eliminate

these violations.

The introduction of MIM decaps can effectively eliminate the voltage violations and
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greatly reduce the decap leakage, at the cost of worsened routing congestion. Table 4.2

shows that the use of MIM decaps alone leads to severe congestion problems. Comparing

the results of using MIM and CMOS decaps individually with using them together, it

can be seen that replacing part of the MIM decaps with CMOS decaps can obtain a

better tradeoff between congestion and leakage, while effectively eliminating voltage

violations.

Comparing the total decap values for the MIM only and the CMOS+MIM cases,

we can see that the decap values are similar (the values for CMOS-only are signifi-

cantly different, since the constraints are not met in this case). The slight difference is

attributable to approximations in linearizing the cost function in each iteration: specif-

ically, in each iteration of our decap budgeting algorithm, an approximate formula,

∆S = (∂S/∂C) · ∆C, is used to estimate the effect of added decap on the violation

area, and this holds only when ∆C is small enough. In other words, in order to make

the linear model more accurate, a smaller ∆C should be used, implying that the upper

bounds for CMOS and MIM decaps in each iteration should be set to be very low (see

Section 4.2.2). This may lead to an increase in the number of iterations, impairing the

computational efficiency of our approach. In our experiments, we found that a good

balance between efficiency and accuracy can be obtained when ∆CMOS and ∆MIM are

chosen to be in the region [0.5pF, 1.0pF ].

Figure 4.2 shows how the total violation area and total leakage current of circuit

ibm18 change as the iterative process progresses. It can be seen that the CMOS-only

case cannot bring the violation area down beyond some threshold, while the MIM-

only and the CMOS+MIM methods are both successful (note that the extremely low

violation value of approximately 10−20 is essentially zero). Figure 4.2 shows that the

total violation area decreases rapidly in the first 5 iterations, and most of the violations

are eliminated after this stage (Note that the y-axis in this figure is on a log scale).

The reason is as follows: most of the violations of the power nodes are relatively easily

resolved by inserting a small amount of decap. Although the violation area of these

nodes is individually small, their sum, taken over a large number of nodes, is large.

Eliminating these “easy” violation at the beginning of the iterative process cause the

violation area to decrease rapidly at first. Beyond this point, a relatively small number

of “hard” violation nodes remain, and the change in the violation area is harder to view
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Figure 4.2: Change in the total (a) noise violation area, and (b) leakage current, over
each iteration.
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on the scale of this graph, but is definitely visible at a magnified scale. For the same

reason, most of the white space resources that are effective in reducing noise violations

are consumed in early iterations, resulting in a fast initial increase in the leakage power.

The leakage component of the objective function implies that MIM decaps are preferred

over CMOS decaps when both are available, and when the insertion of MIM decaps

does not significantly affect congestion.

4.5.2 Effect Of Power Grid Density

In this section, we further investigate how power grid density affects the results of decap

budgeting provided by our algorithm. The circuit ibm123 with a size of 2480µm ×
2000µm was selected, and three power grids with different densities were built. In

Case1, the power pitches in both the x and y directions, for the lowest two metal layers

in each 2D tier, are set to be the cell row height. In Case2, the power pitch in the

y direction in these layers is set to be half of the cell row height, while that in the x

direction is set to be the cell row height, and in Case3 the power pitches in both the

x and y directions in these layers are set to be half of the cell row height. In all three

cases, the power pitches for the higher metal layers, as well as the number of interlayer

vias connecting adjacent 3D tiers, are set proportionately.

Our decap optimization algorithm, using both CMOS and MIM decaps, was then

used to individually optimize the power grids in all three cases. The results are shown

in Table 4.3.

Table 4.3: Optimization Results Of Different Power Grid Densities

Cases
Power Grid

#Nodes
#Vio. Worst voltage Vio. Area Decap Lkg maxC avgC #Iter Time

Density Nodes droop (V) (V·ns) (fF) (mA) (%) (%) (s)
Case1 Nominal 18634 3330 (17.87 %) 0.135 13.739 616234 1.0182 8.35 1.69 5 48.7
Case2 Denser 36433 4210 (11.56 %) 0.126 2.615 436972 0.6755 27.14 4.01 2 48.8
Case3 Densest 72114 4671 (6.48 %) 0.124 1.482 237234 0.3208 58.41 7.62 1 51.3

From the table, we can see that:

• First, a denser grid helps to reduce the voltage droop in a circuit. When we

increase the power grid density, both the worst-case voltage droop and violation

area will be reduced (see columns 4 and 5).

• Second, a denser grid implies a larger number of grid nodes, resulting in larger
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cost for transient analysis and adjoint sensitivity analysis. Therefore, it takes

more time to solve the problem in each iteration. On the other hand, the total

number of iterations decreases because the violation area in the circuit is reduced.

Therefore, we can see from Table 4.3 that the total CPU time for our algorithm

increases much more slowly than the power grid size.

• Third, a denser grid implies more power connections in Z direction, and therefore

a higher routing congestion, which is more sensitive to the inserted MIM decaps.

This can be seen in Table 4.3: when the power grid density increases, so does the

percentage increases in the maximum and average congestion values.

4.5.3 Comparison of Power Grid Performance between 2D and 3D

circuits

In this section, we compare the performance of power grids in 2D and 3D circuits. In

order to do so, we generate a pair of 2D circuits and a 3D circuit, all with the same

footprint. The placement of these circuits is not necessarily optimized, but they are

adequate for our power delivery experiments.

Several test circuits were generated by applying the 3D placement tool in [74] to

find a four-tier 3D placement of the circuit ibm08. The 4 tiers of the circuit are then

flattened out on the 2D plane to obtain a 2D circuit, A1, by placing tier0 at the lower

left, tier1 at the lower right, tier2 at the upper right and tier3 at the upper left. A

different 2D circuit, A2, was obtained from the same 3D placement result by changing

the order in which the tiers were placed: this time, tier2 is placed at the lower left,

tier3 at the lower right, tier0 at the upper right and tier1 at the upper left. Finally, we

stacked circuit A2 on A1 to build a separate 3D circuit, B.

By construction, the circuits A1, A2, and B all have the same footprint, and circuits

A1 and A2 have the same average current densities. The first three rows of Table 4.4

show the characteristics of these three circuits. As expected, it can be seen that before

optimization, the 3D circuit has a significantly worse voltage drop, and a larger fraction

of the total number of nodes experience noise violations.

Next, we applied our MIM+CMOS algorithm to optimize these three circuits, and

the results are summarized in the last four columns of the table. It can be seen that
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Table 4.4: Comparison of power grid performance between 2D and 3D circuits

Ckt#Node
Vdd Worst voltage #Vio. Vio. area Lkg Total maxCavgC
(V) droop (V) nodes S (V · ns) (mA) decap (pF) (%) (%)

A1 16529 1.2 0.1348 1368 (8.28%) 3.728 1.909 795.3 0.0 0.12
A2 16529 1.2 0.1354 1537 (9.30%) 4.292 2.083 876.1 0.0 0.13
B 33033 1.2 0.1868 11421 (34.57%) 229.327 23.411 8210.9 0.0 0.23

A′
2 16529 1.2 0.1693 3110 (18.82%) 54.632 6.635 2641.9 0.0 0.32

B′ 33033 1.2 0.2098 15827 (47.91%) 445.633 32.238 11130.7 0.0 0.38

A′′
2 16529 1.2 0.1016 0 (0 %) 0 - - - -

B′′ 33033 1.2 0.1638 6287 (19.03%) 92.913 10.680 3532.5 0.0 0.10

circuit B requires about 5× the amount of decaps as the combined sum for A1 and A2

to meet the voltage specifications, which results in a larger amount of leakage. This

motivates the need for using MIM decaps, to control the leakage.

Next, we consider two scenarios where the current distribution on the upper layer

is increased by 25% (circuit A′
2) or decreased by 25% (circuit A′′

2). This mimics the

fact that circuit designers may choose to use more memory on one layer than the other.

Correspondingly, these circuits are stacked on A1 to obtain 3D circuits B′ and B′′,

respectively. These results are shown in the lower half of Table 4.4. As expected, both

A′
2 and B′ require more decaps than A2 and B, respectively. Moreover, There is no

voltage violation for circuit A′′
2, although B

′′ does see violations that must be fixed, at

a cost lower than that for B.

4.6 Conclusion

We have proposed an efficient decap allocation algorithm to optimize 3D power supply

network using both MIM and CMOS decaps. MIM decaps have the desirable properties

of high capacitance density and low leakage density, and can be a good complement to

the on chip SiO2-based CMOS decap. Our algorithm uses 3D congestion analysis and a

linear congestion model, as well as linearized noise models based on adjoint sensitivity

analysis, to guide the decap allocation among CMOS and MIM decaps. Experimental

results show that power grid noise can be more effectively optimized using both MIM

and CMOS decaps, with lower leakage power and low routing congestion costs.



Chapter 5

Exploration of On-Chip

Switched-Capacitor DC-DC

Converter for Multicore

Processors Using a Distributed

Power Delivery Network

In this and next chapters, we present techniques for building and optimizing the power

delivery network for multicore processors, that go beyond the decap optimization ex-

plored in Chapter 4. This is related to a recent technical advance that makes it possible

to integrate on-chip voltage regulator structures, which are very effective in maintaining

supply voltage levels.

In this chapter, we explore the design of on-chip SC converters, using an accurate

power grid simulator. Results show that distributed design of SC converters can reduce

the IR drop by up to 74% compared to the lumped design, with improved supply voltage.

We also demonstrate the usage of SC converters for multi-domain power supply.
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5.1 Introduction

The roadmap for future multicore-based computing shows more and more processor

cores placed on the same die to build CMPs. CMPs provide the ability to perform

multiple tasks in parallel. However, the power demands of various cores on the same

die can be different, and can change with time, depending on the applications that they

may run. Dynamic voltage scaling (DVS) is one of the most effective means to achieve

energy-efficient design in CMPs. The varying power demands of all cores can be best

met if DVS is supported by providing multiple independent on-chip power supplies: this

can support per-core or per-cluster (where multiple cores are driven by the same supply)

power management in CMPs.

A voltage regulator is an essential component of the power delivery network. Most

DVS systems are based on off-chip voltage regulators driving on-chip power grids, which

comes at the cost of additional complexity and area, since voltage regulators are built

traditionally in board-level with large inductors or capacitors. The costs and sizes

of such bulky modules severely limit their use for multiple power domain regulation.

To enable per-cluster or per-core DVS, it is essential to develop fully integrated on-

chip DC-DC converters for each power domain, which can significantly improve load

regulation and eliminate load-transient spikes caused by inductances from package and

global power grid [76,77].

The key challenge associated with realizing such on-chip integrated converters is

the difficulty in achieving high efficiency at the high power densities required by high-

performance CMPs. Historically, on-chip DC-DC converters are limited to low power

applications [78, 79] due primarily to the lack of dense, high-quality-factor energy stor-

age elements. In typical CMOS processes, on-die capacitors have significantly higher

Q and energy density and lower cost than on-die inductors, leading to several recent

efforts in exploring fully integrated SC DC-DC converters [79–81]. In [81], the au-

thors have demonstrated the application of embedded deep trench capacitors in a SC

DC-DC voltage converter to provide an on-chip energy storage device of extreme den-

sity (∼200nF/mm2, current density of 2.3A/mm2), high efficiency (90%) and minimal

parasitic losses.
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(a) Lumped (b) Distributed

Figure 5.1: Lumped vs. Distributed on-chip DC-DC converters.

Prior work has not adequately studied the layout implications of on-chip power sup-

ply design. It is well known that power delivery is most efficient if the power sources

are close to the utilization points (it is for this reason that decoupling capacitors –

which deliver power based on stored charge – are placed close to large noise sources).

In this work, we explore the application of on-chip SC DC-DC converters in the context

of CMPs. When integrating SC converters into on-chip power delivery network, we

can built them in either lumped or distributed form, as shown in Figure 5.1. For the

lumped case, a large central converter delivers power to all the blocks in the DVS cluster

or the whole chip. In contrast, for the distributed case, several smaller converters can

be distributed across the chip and each load can absorb current from the nearby con-

verter. Although an independent closed-loop control unit is needed for each distributed

converter [78], its benefits are significant. First, since the load current is typically at

the granularity of Amps in CMPs [82], distributed converters can significantly reduce

the voltage droop seen by the local loads by providing more localized power distribu-

tion. Second, distributed design of converters provides the flexibility to support multiple

power deliveries, and we can apply DVS to each local converter to achieve better power

management.

Existing design tools do not provide adequate support for analyzing multicore power

grids. Therefore, we develop an accurate on-chip power grid simulator which incorpo-

rates on-chip SC DC-DC converters and supports multiple power domains. We then

quantitatively compare the lumped and distributed designs of on-chip SC converters
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using realistic current profiles from CMP applications. We also demonstrate the appli-

cation of SC converters for multi-domain power supply.

5.2 Switched-Capacitor DC-DC Converter

A SC DC-DC converter (also known as a charge pump) is a network of charge-transfer

capacitors (also called pumping capacitors) and switches that operates in two or more

phases, converting an input voltage Vin to an output voltage of Vout. If Vout is higher

than Vin, the conversion is called a “step-up” conversion. Vice versa, if Vout is lower

than Vin, the conversion is called a “step-down” conversion. In this work we focus on

step-down conversion.

A representative SC DC-DC converter operates in two non-overlapping phases: a

charging phase ϕ1 and a discharging phase ϕ2 (in reality, many more phases are used

to control ripple: in this paper, we use 16 phases – but the essential idea is the same

as for two phases). During phase ϕ1 a group of capacitors in the network are connected

to the input to get charged, while in phase ϕ2 this group of capacitors are connected

to the output to discharge. There are several different ways to configure the connection

of capacitors in each phase, and each configuration has its own characteristics. In this

work, we explore the simple“Series-Parallel” configuration. Figure 5.2 shows four dif-

ferent kinds of series-parallel step-down SC DC-DC converters as proposed in [78]. This

method uses the same total capacitance of 12CB and and provides multiple output volt-

age levels from the same converter block through various series-parallel reconfigurations

of this total capacitance.

For example, consider configuration G1BY2, with 2:1 gain (conversion ratio). Two

capacitors each with capacitance of 6CB and five switches are connected in a network,

and the switches are controlled by two signals ϕ1 and ϕ2 (Figure 5.2(d)). In charging

phase ϕ1, ϕ1 turns ON two switches connecting the two charge-transfer capacitors in

series (Figure 5.3(a)). Since both capacitors have the same value of capacitance 6CB,

each will be charged to Vin/2 if enough time is provided for the capacitors to be fully

charged. In the second phase ϕ2, three other switches turn ON, while the ones controlled

by ϕ1 turn OFF (Figure 5.3(b)). This will connect both capacitors in parallel with the

output load, resulting in an output voltage Vout = Vin/2. As current starts to flow into
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(a) G1BY1, 1:1 gain (b) G3BY4, 4:3 gain

(c) G2BY3, 3:2 gain (d) G1BY2, 2:1 gain

Figure 5.2: Configurations of SC DC-DC converters with different gains.

(a) Charging phase (b) Discharging phase

Figure 5.3: Equivalent circuit in charging and discharging phases for G1BY2.
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the load, the charge stored in the capacitors will deplete and the output voltage will

drop to Vo = Vin/2 − ∆V at the end of this stage before it is recharged in the next

phase.

The power that such an SW DC-DC can deliver is

PL = (α · CB · Vin ·∆V ) · fs · η (5.1)

where α is a coefficient determined by the particular topology, fs is the switching speed

of clock signals ϕ1 and ϕ2, and η is the efficiency of the converter. For further details,

the reader is referred to [78].

5.3 Simulation Platform

Figure 5.4 presents a detailed model of the power delivery network for the CMP.

Figure 5.4: Model of power delivery network.

The package and C4 bump contacts are modeled as RL pairs. The on-board power

supply is modeled as a DC voltage source. The on-chip power delivery network consists

of a global VDD grid, on-chip DC-DC converters, local power grids, a global GND grid,

core or decoupling capacitors and current loads. The global sparse VDD grid distributes
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voltage to on-chip SC converters. Each local power grid belongs to a power domain,

and its voltage is controlled by the corresponding on-chip SC converters. Each power

domain can have a group of SC converters. The power grids are generated according to

an industrial 32nm technology.

In our work, we consider multicore applications which require multiple power delivery

domains for best energy efficiency. Existing power grid simulators, which are focused on

simulating a single voltage domain, are excellent for today’s CMPs that use a single off-

chip voltage regulator. However, they do not provide adequate support for simulating

large power grid networks driven by SC DC-DC converters, incorporating factors such

as the regulator efficiency under time-varying loads. Therefore, we build an accurate

power grid simulator incorporating on-chip SC DC-DC converters.

We consider a test chip with four identical cores. Figure 5.5 shows the chip floorplan.

Figure 5.5: A CMP with four cores.

In our simulator, each core can be modeled as either lumped or distributed time-

varying current sources. In our simulations, we model each core as a lumped current

source and generate the current profiles by simulating several SPEC OMP2001 [62]

workloads using an accurate full system multicore simulator GEMS [59]. We observed

two typical types of current traces from these workloads: in one, which we call trace1

and show in Figure 5.6, there are many short current pulses early in the simulation,

while the other, which we call trace2, is of the nature shown Figure 5.7.

For the SC converters, we use the structures shown in Figure 5.2. The switches are

modeled as resistors when they are turned on. As a common practice, 16-phase inter-

leaving (within each converter, 16 cells working in parallel) is use to reduce the output

ripple of the converters. The digital-capacitance-modulation scheme [79] is integrated

into our simulator, which controls the amount of capacitance that takes part in the

charge transfer process.
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(a) Core0 (b) Core1

(c) Core2 (d) Core3

Figure 5.6: Trace1 for four cores.

Figure 5.7: Trace2, the apparent periodicity is caused by a loop in the execution.
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Further, we explore the choice of CB. Depending on the current demands, a larger

or smaller CB may be used. We organize the CB capacitors into banks so that each CB

can have four different sizes: 1X, 2X, 4X and 8X, and any CB capacitors that are not

used (e.g., for a low current demand) can be power-gated to reduce leakage. It should

be noted that the maximum available CB for the lumped and distributed designs of the

SC converters are different, since distributed converters are smaller, more numerous,

and must satisfy lower local power demands, they may use smaller CB values.

The parameters for the SC converters studied in this work are summarized in Ta-

ble 5.1, and the other parameters for the power grid and the CMP are listed in Table 5.2.

Table 5.1: Summary of SW DC-DC converters
Capacitance density 0.2µF/mm2

Total area 30.72mm2

Total capacitance 6.144µF

# of cells 16

Duty cycle 50%

fs 100 Mhz

CB 8nF for distributed,
32nF for lumped.

Switch resistance 20mΩ

Table 5.2: Simulation Configuration
DC voltage source Vdd=1.2V (Vcore = 0.6V∼1.2V)

Package Lpkg = 15pH, Rpkg = 1mΩ

C4 bump #=768, Lbump = 7.2pH, Rbump = 1.5mΩ

Core load capacitance=1 nF, core frequency=750Mhz

5.4 Simulation Results

5.4.1 Lumped vs. Distributed On-Chip SC DC-DC Converters

In this section, we compare the lumped and distributed designs of on-chip SC converter.

For this experiment, we assume that all the four cores shown in Figure 5.5 works in one

power domain, and the G3BY4 structure (Figure 5.2(b)) with 4:3 conversion ratio and

a nominal Vdd of 0.9V is used to deliver power to the cores. For the lumped design, we
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place a single SC converter in the center of the test chip, and it delivers power to all

the four cores; for the distributed design, we place four individual SC converters evenly

distributed on the chip, so that each core can absorb current from its local converter.

For fair comparison, the same amount of total available charge-transfer capacitances are

used for the lumped and distributed cases.

We exercised these two designs by applying the two types of current traces shown

in Figures 5.6 and 5.7. The trace1 current profile can serve as the low load case,

and the trace2 for the high load case. The results are shown in Figures 5.8 and 5.9.

From Figure 5.8 we can see that for a nominal voltage of 900mV and trace1, compared

to the lumped design, the minimum voltage seen by the cores can be improved from

757mV to 811mV, and the maximum IR drop can be reduced by 74% if we go for

the distributed design. The corresponding numbers for trace2 is an improvement of

minimum voltage from 637mV to 729mV and a 71% reduction of maximum IR drop,

as shown in Figure 5.9.

(a) One lumped SC converter, min vol.=757mV (b) Four distributed SC
converters, Core0, min
vol.=811mV

(c) Four distributed SC
converters, Core1, min
vol.=816mV

(d) Four distributed SC
converters, Core2, min
vol.=815mV

(e) Four distributed SC
converters, Core3, min
vol.=826mV

Figure 5.8: Comparison of lumped and distributed designs of SC converter using current
profile trace1.

Efficiency is an important metric for SC DC-DC converters. The principle con-

tributors to efficiency loss in a SC DC-DC converter are: conduction loss arising from

charing a capacitor through a switch, loss due to parasitic capacitors, gate-drive loss
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(a) One lumped SC converter, min vol.=637mV (b) Four distributed SC
converters, Core0, min
vol.=729mV

(c) Four distributed SC
converters, Core1, min
vol.=729mV

(d) Four distributed SC
converters, Core2, min
vol.=746mV

(e) Four distributed SC
converters, Core3, min
vol.=735mV

Figure 5.9: Comparison of lumped and distributed designs of SC converter using current
profile trace2.

due to switching the gate capacitance of the charge-transfer switches, and power loss

in the control circuitries [78]. Simulation results show that the parasitic capacitance

of the deep trench capacitors is less than 1% of the total charge-transfer capacitance.

The size of the switches is negligible compared to the cores in our test chip, so we can

ignore the gate-drive loss. The loss in the control circuitry is of specific concern only

when delivering ultra-low load power levels (in the magnitude of µW) [78]. Therefore,

in our simulations the loss of the SC converters mainly come from the conduction loss.

The measured results show that, for the lumped and distributed converters, the average

efficiencies when simulating the current profiles are in the range of [92.39%,95.38%].

In summary, although the distributed design requires an independent closed-loop

control unit for each individual converter, its benefits are prominent. First, in the

distributed design, the cores can absorb current from local SC converters, and the

current doesn’t need to flow through a long conduction path from the converter to

the core load as in the lumped case. Therefore, distributed design of SC converters

would benefit in the sense of less IR noise since each converter can regulate its local

supply voltage. Second, the distributed converters deliver much less power than the

lumped one, with smaller capacitors they can respond much faster to the changes in
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the local core loads, which leads to smaller voltage swings as seen by the loads. Finally,

distributed SC converters have the flexibility to manage the charge-transfer capacitors

in fine granularity: when a local core is idle at the execution time, the corresponding

local converter can power-gate its unused charge-transfer capacitors to reduce leakage

power.

5.4.2 Multiple Power Deliveries Using On-Chip SC DC-DC Convert-

ers

In this section, we explore the use of on-chip SC converters for multi-domain power

delivery. For the test chip shown in Figure 5.5, we design four power domains: Core0

works in domain0, served by one lumped G1BY1 converter with nominal Vdd of 1.2V,

Core1 works in domain1, served by one lumped G3BY4 converter with nominal Vdd of

0.9V, Core2 works in domain2, served by one lumped G2BY3 converter with nominal

Vdd of 0.8V, and Core3 works in domain3, served by one lumped G1BY2 converter

with nominal Vdd of 0.6V.

(a) Domain0, nominal Vdd=1.2V (b) Domain1, nominal Vdd=0.9V

(c) Domain2, nominal Vdd=0.8V (d) Domain3, nominal Vdd=0.6V

Figure 5.10: Simulations results of four power domains using trace1.

We then exercised these four power domains by the corresponding current traces

presented in Section 5.3. Figures 5.10 and 5.11 show the simulation results. We can see

that all the four domains work well. In fact, given a single Vdd supply, we can further

dynamically reconfigure the converter in each domain (see Figure 5.2) to deliver a wide
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(a) Domain0, nominal Vdd=1.2V (b) Domain1, nominal Vdd=0.9V

(c) Domain2, nominal Vdd=0.8V (d) Domain3, nominal Vdd=0.6V

Figure 5.11: Simulations results of four power domains using trace2.

range of load voltages, therefore DVS can be applied to each domain to achieve better

power management.

5.5 Conclusion

In this work, we have explored the design of on-chip SC DC-DC converters with an

accurate power grid simulator. Simulation results based on realistic multicore current

profiles show that distributed SC converters can reduce the IR drop by up to 74%

compared to the lumped design, with improved supply voltage. We also present the

idea of using SC converters for multi-domain power supply.



Chapter 6

Optimization of On-Chip

Switched-Capacitor DC-DC

Converters for High-Performance

Applications

In this chapter, we continue to explore the optimization of SC converters. The efficiency

of the power delivery system using SC converters is a major concern, but this has not

been addressed at the system level in prior research. This chapter develops models for

the efficiency of such a system as a function of size and layout of the SC converters, and

proposes an approach to optimize the size and layout of the SC converter to minimize

power loss. The efficiency of these techniques is demonstrated on both homogenous and

heterogenous multicore chips.

6.1 Introduction

Figure 6.1 shows a simplified power delivery system including the global Vdd supply, a

switched-capacitor (SC) converter to convert the input Vdd to required voltage supply

level, a power grid to distribute the power to local core loads, and a core load. The

output of the converters is Vcvt, but the exact voltage supply seen by the cores is

81
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Figure 6.1: Schematic of a power delivery system.

downgraded to Vcore due to losses such as voltage droop (e.g., due to IR drop) in the

power delivery network. To overcome these losses and ensure correct core operation,

the nominal Vdd supply of the power domain, Vvdd,dom, must be set to

Vvdd,dom = Vvdd,core + Vdroop +∆V/2 (6.1)

where Vvdd,core is the minimum voltage specified at the core load, Vdroop is the peak volt-

age droop between Vcvt and Vcore, and ∆V is the peak-to-peak output voltage ripple of

the converter. For a core that draws current Icore, the power supplied by the converters

is:

Pcvt = IcoreVvdd,dom (6.2)

However, the power needed by the core loads is smaller:

Pcore = IcoreVvdd,core (6.3)

The remainder of the power,

Icore(Vdroop +∆V/2),

is wasted in various parts of the power delivery network. The efficiency of power

delivery is given by:

η =
Power delivered to the load

Power extracted from the input Vdd supply
(6.4)

Prior work on optimizing on-chip capacitive DC-DC converters is very limited. The
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work in [83] has focused primarily on reducing wasted power within the internal design

of the converter (i.e., entirely inside the “SC converter” box in Figure 6.1) by controlling

the voltage ripple ∆V , optimizing efficiency by choosing the optimal switch width and

switching frequency. Under this paradigm, the burden of optimizing the other term

for the voltage droop, Vdroop, (corresponding to the “Power grid” box in Figure 6.1) is

placed on conventional means for power grid optimization, e.g., grid topology selection

and wire widening. In Chapter 5, we address the problem by suggesting the use of

distributed SC converters, which can significantly reduce the voltage droop seen by the

local core loads by providing more localized power distribution; however, we have not

looked into the efficiency optimization problem.

In this chapter, we take a novel approach to the problem and consider a more holistic

optimization of the DC-DC converter at the system level. We differ from prior efforts in

considering not only the internals of the converter but also its context within the system

to which it delivers power. In particular, we show that by optimizing the number and

layout of the converters for the power domain, it is possible to control the losses due to

wasted power in the power grid and enhance the efficiency of the converter. To the best

of our knowledge, this is the first work to address efficiency optimization at the system

level.

The rest of this chapter is organized as follows. In Section 6.2, we present some

basic principles of SC converters. This is followed, in Section 6.3, by a description of

our proposed models for various components of the power loss as a function of the size

and layout of the SC converters in a power delivery system based on SC converters.

Next, in Section 6.4, we present the problem formulation of the efficiency optimization

problem, followed by a description of our approaches for solving the problem in Sec-

tion 6.6. Finally, in Section 6.7, the efficiency of our approaches is demonstrated on

both homogeneous and heterogeneous multicore chips.

6.2 SC DC-DC converters

A block diagram of a general SC converter system is shown in Figure 6.2. The system

consists of Nphase interleaving stages (a typical value of Nphase is 32), which reduce the

ripple voltage by 1/Nphase compared to an SC converter without any interleaving.
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Figure 6.2: Block diagram of an SC DC-DC converter.

At the core of the system is the switch matrix, one for each phase [1]. This matrix

is a reconfigurable arrangement of switches and flying capacitors that is configured in

different ways by the “Topology select” signal from the topology controller. Each such

configuration provides the ability to produce a different voltage conversion ratio, allow-

ing the converter to generate one of several output voltage levels from the converter [78]:

for simplicity, these details are not shown here. The conversion ratio of the converter

is defined as the ratio between the input voltage, which is the external supply voltage,

Vdd, and the desired output voltage, Vvdd,dom, which is the specification for the ideal

value of Vcvt. The control circuit takes these inputs:

• the clock signal clk from a phase-locked loop (PLL)

• the reference voltage for a particular topology Vref

• the feedback voltage Vcvt from the converter output

It generates the nonoverlapping clock signals Φ1 and Φ2 for the switches in the switch

matrix, and may also be used to gate some of the capacitors to control the amount of

capacitance that takes part in the charge transfer process [79].

A switch matrix topology is shown in Figure 6.3(a), with a 2:1 conversion ratio.

Figure 6.3(b) (top) shows that during Φ1, the flying capacitor Cfly is connected to the

input global Vdd to get charged, and during Φ2, the charge stored in Cfly is transferred to
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the load and its voltage drops by ∆V as it is discharged. This is reflected as the output

voltage at the output, Vcvt of the converter in Figure 6.2, as shown in Figure 6.3(b)

(bottom) in Φ2 [83].

(a) (b)

Figure 6.3: (a) The topology of a 2:1 SC converter (b) Its output waveform.

Note that another switch matrix is connected to the output during Φ1 (and is charged

during Φ2), which results in the voltage ripple observed in the Vcvt waveform.

Note that the signals Φi are generated by a relatively low-frequency clock (fsw ≈
100MHz), which is distinct from the multi-GHz clock used by the multicore processor.

6.3 Power Loss Analysis

Efficiency is one of the key design metrics for the on-chip DC-DC converters [77, 83].

We now analyze the inefficiency and power loss in a SC converter. Our analysis is based

on [1, 83, 84], as well as from conversations with designers. Some items in this section

are taken from the literature, while others are freshly derived.

For each converter, let fsw be the switching frequency of the converter, Csw =

Cfly ×Nphase be the total amount of flying capacitance, and ∆V be the output ripple

of the converter.

(1) Conduction loss: This corresponds to the power loss in the switches as the flying

capacitors are charged. For each converter, the conduction loss is modeled as:

Pcond =Msw
I2out
Nphase

Ron

Wsw
(6.5)

where Msw is a constant determined by the converter topology (Table 6.1), Iout is the

total current delivered by the converter, Ron is the switch resistance per unit width,

and Wsw is the switch width.
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Conversion ratio Msw γ Mp Mtopo

1:1 1 1 0 1/2

4:3 7/3 2/3 3/8α 8/9

3:2 1 1 1/3α 9/8

2:1 2 2 1/4α 2

Table 6.1: Msw, γ, Mp and Mtopo for different topologies [1]. α is the ratio of the plate
capacitance to its effective capacitance.

For a given topology, Wsw is proportional to fsw and Csw:

Wsw = σγfsw
Csw

Nphase
(6.6)

where σ is a fitting coefficient, and γ is topology-dependent (Table 6.1). In an SC

converter supporting DVFS, the switch size may be adjustable, where some of a set of

parallel switches are turned on to achieve the desired switch size [84].

(2) Gate-drive loss of the switches: The switches in a converter are implemented

using transistors. These transistors must be very wide in order to minimize conduction

losses, and therefore the power loss in driving their gate nodes can be modeled as:

Psw = Nphase ·Nsw · fsw · (CgateWsw) · V 2
dd (6.7)

where Nsw is the number of switches used in one particular topology and Cgate is the

per-unit-width gate capacitance of the switches.

(3) Parasitic loss: This is the loss from the bottom-plate parasitic capacitance of the

flying capacitors. The loss can be estimated as:

Ppara =MpfswCswV
2
dd (6.8)

whereMp is a parameter that depends on the internal structure of a topology (Table 6.1).

This loss component depends on the particular type of the capacitance technology.

Deep trench capacitors typically have superior efficiency compared to MIM and CMOS

capacitors.

(4) The load power loss: The load power loss Icore(Vdroop + ∆V/2), described in

Section 6.1, can be separated into two parts:



87

(4a) The part determined by the voltage ripple, ∆V , is

PL1 = Icore∆V/2 (6.9)

In each cycle, the energy a topology can deliver is given by MtopoCswNphase∆V , where

Mtopo is determined by the topology (Table 6.1), because with the same amount of

flying capacitance Csw, different topologies can deliver different amount of power to the

output. When switching at frequency fsw, the current a converter can provide is

Iout =Mtopo · fsw · Csw ·Nphase ·∆V (6.10)

i.e., ∆V = Iout
MtopofswCswNphase

(6.11)

From Equation (6.11), we can see that with the same output current Iout, the voltage

ripple ∆V is inversely proportional to the size of charge-transfer capacitance Csw.

(4b) The power loss associated with the voltage droop, Vdroop, is

PL2 = IcoreVdroop (6.12)

Note that the voltage droop changes as we alter the number and locations of the con-

verters on the chip, since the distance between the converters and the utilization points

(cores) changes.

(5) Control circuit: The control unit generates the nonoverlapping clock signals for

the switches used in the converter. This unit includes a voltage comparator, DLL and

control logic, and its total power is

Pctrl = PctrlrNcvt (6.13)

where Pctrlr is the power of each of the Ncvt converters used.

(6) Clock network: The power consumption of the clock network arises from the wire

capacitance, the clock buffers inserted for the wires, and the clock loads, and can be
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expressed as:

Pclock = fsw(Cwire + Cbuffer + Cclk−load)V
2
dd

+VddIleak−buffer

= βLengthwire + λNcvt (6.14)

where β and λ are parameters dependent on technology, Lengthwire is the total length

of wires in the clock network.

(7) Clock sources: The clock source is implemented as a simple PLL with relaxed

frequency (≈ 100MHz) and jitter (less than tens of ps) requirements compared to the

main PLL for the on-chip circuit. Thus, the power consumption of the clock source is

Pclksrc = PPLL, where PPLL is the power consumption of one PLL [85].

(8) Topology controller: This generates the signals that provide DVFS directives

to reconfigure the topology in each converter to set the conversion ratio that provides

the desired voltage output level. The topology controller is a small combinational logic

block and its power consumption is in the order of µW, which is ignored here.

6.4 Optimization Formulation

In the scenario studied here, it is safe to assume that the switching frequency fsw

and interleaving stages Nphase are fixed for the converters. Based on the analysis in

Section 6.3, the components of power loss can be divided into four categories.

The first component, which depends on the parameters of the converter, is the power

consumption of the conduction loss/gate-drive loss of the switches/parasitic loss/part

of load loss PL1, and is determined by the Csw and the global Vdd, as:

P1 = Pcond + Psw + Ppara + PL1 (6.15)

For each converter, we can change the total flying capacitance, Csw, to tune the voltage

ripple ∆V , according to Equation (6.11). A larger Csw results in smaller ∆V , and

can therefore reduce the load power PL1 (Equation (6.9)) and switch conduction loss

Pcond (Equations (6.5) and (6.6)). On the other hand, the gate switching loss Psw

(Equations (6.6) and (6.7)) and parasitic loss Ppara (Equation (6.8)) increase with Csw.
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An optimal value of Csw balances these conflicts.

The second and third components are, respectively, the power consumption of part

of load loss PL2, and the sum of the power loss in the control circuit and clock network.

P2 = PL2 (6.16)

P3 = Pctrl + Pclock (6.17)

Both P2 and P3 are determined by the number and layout of the converters. Chang-

ing the granularity of the capacitance through more fine-grained distributed converters

placed over the chip (as opposed to a single centralized converter) can help reduce the

voltage droop seen by the core loads, therefore reduce the loss PL2 [86]. However, using

a larger number of converters implies higher cost for the hardware implementation due

to higher losses in the control circuit and clock network. Therefore, it is necessary to

explore the number and layout of the DC-DC converters to determine an optimum.

The last component, corresponding to the loss of the clock sources and topology

controllers is fixed and is given by

P4 = Pclksrc + Ptopctrlr (6.18)

At the system level, the efficiency of the power delivery system is

η =
Pcore

Pcore + P1 + P2 + P3 + P4
(6.19)

where Pcore is defined in Equation (6.3). To increase the efficiency, we minimize the sum

of P1 through P4, which constitute the power wasted during power delivery. Further,

since P4 is a fixed quantity, to improve the overall efficiency of the power delivery system

using SC converters, we should optimize the objective function:

minimize P1 + P2 + P3 (6.20)

The variables in the optimization problem are

• the number of converters used, Ncvt,

• the capacitance of each used converters Csw, and
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• the locations of the converters.

The optimization is subject to the following constraints:

1. The supply voltage at each core load must meet a lower bound:

Vcore ≥ Vvdd,core (6.21)

2. Since the voltage ripple constraint must limit ∆V ≤ ∆Vmax, Equation (6.11)

provides a bound on Csw:

Csw ≥ Iout
MtopofswNphase∆Vmax

(6.22)

3. To control the capacitance resource used, we require that:

∑
Csw ≤ Cmax = CunitAreamax (6.23)

where Cunit is the capacitance density, and Areamax is the maximum available

area for the converters.

6.5 MINLP Formulation

Figure 6.4 presents a schematic of the on-chip power delivery network for a multicore

processor. The on-chip power delivery network consists of a global Vdd supply, on-chip

DC-DC converters, the power grid, and core loads. The voltage supplied to the power

grid controlled by a set of on-chip SC converters, which can be placed at a list of

predefined candidate locations on the chip.

Figure 6.4: Model of power delivery network.
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In the following sections, we show that the optimization problem in Section 6.4 can

be formulated as a mixed-integer nonlinear program problem (MINLP), by introducing

0–1 integer variables zis, with zi = 1 denoting that a converter is placed at candidate

location i. We first macromodel the power grid in Section 6.5, and then present the

complete MINLP formulation in Section 6.5.

Macromodeling of the power grid

The power grid may have millions of nodes, but we are only interested in OBS, the

selected n observation nodes of the core loads, and Src, the m predefined candidate

connection nodes for the SC converters. Therefore, we build a macromodel whose ports

are these n +m nodes, and abstract away all of the other nodes in the network using

the macromodeling approach [87]. Therefore, Figure 6.4 is transformed to the model

shown in Figure 6.5.

Figure 6.5: Macromodel of the power delivery network.

The DC analysis of a Vdd power grid is formulated as:

Gv = i (6.24)

where G is the conductance matrix for the interconnected resistors, v is the vector of

node voltages, and i is the vector of current loads. The equations for the power grid are
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given as G11 G12

G21 G22

 U

V

 =

 −J1 + I

−J2

 (6.25)

where U and V are voltages of the ports and internal nodes, J1 and J2 are current sources

connected at ports and internal nodes, and I is the vector of current flowing into the

macromodel through the ports. The macromodel of the power grid including only the

port nodes (cores’ accessing nodes OBS and the candidate nodes for the converters Src)

is given by

I = AU + S (6.26)

where A = G11 −G12G
−1
22 G21, and S = J1 −G12G

−1
22 J2. By partitioning the ports into

sets Src and OBS, this can be rewritten as ISrc

IOBS

 =

A11 A12

A21 A22

 VSrc

VOBS

+

 SSrc

SOBS

 (6.27)

where (ISrc, Vsrc) and (IOBS , VOBS) are the (current,voltage) values at the Src and OBS

ports. Since IOBS = 0, we have:

VOBS = T · VSrc +B (6.28)

where T = −A−1
22 A21, and B = −A−1

22 SOBS . Further,

ISrc = A11VSrc +A12VOBS + SSrc = A′VSrc + S′
src (6.29)

where A′ = A11 +A12T and S′
src = SSrc +A12B.

From Equations (6.28) and (6.29) we can see that the current vector of the Src ports

ISrc and voltage vector of the OBS ports VOBS are linear functions of the voltage vector

of the Src ports VSrc.

MINLP Formulation

Using the macromodel shown in Figure 6.5, the optimization problem described in Sec-

tion 6.4 is equivalent to finding the optimal zi assignments, and for each used converter
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i (with zi = 1), determining its size Ci and voltage ripple ∆Vi.

We rewrite P1 (Equation (6.15)), the power loss associated with the converter and

the global Vdd supply, as:

P1 =

m∑
i=1

(
e1e3I

i
Src∆Vi + e2V

2
vdd,domCi

)
(6.30)

where

e1 =

(
1

2NphaseMtopo
+
MswRon

σγ

)
1

fsw

e2 = fsw (NswCgatefswσγ +Mp) · ratio2cvt
e3 = NphaseMtopofsw

Here ratiocvt is the conversion ratio of the converters.

Using Equation (6.28), P2, the power loss in the grid, and P3 are:

P2 =

m∑
i=1

(V i
Src(I

i
Src − Si

Src))︸ ︷︷ ︸
Power supplied to the macromdel

−
n∑

j=1

(V j
OBSS

j
OBS)︸ ︷︷ ︸

Power delivered from the macromodel

=
m∑
i=1

(
V i
Src(I

i
Src − S

′i
Src)

)
−

n∑
j=1

(BjSj
OBS) (6.31)

P3 = Pctrl + Pclock = c ·
m∑
i=1

zi (6.32)

where c is penalty weight for control circuit and clock network, Vvdd,dom, V i
Src, I

i
Src, Ci,

∆Vi are the continuous variables and zis are the 0–1 integer variables in the optimization

problem.

Then we can transform the optimization problem defined in Section 6.4 into a

MINLP formulation as

min. P1 + P2 + P3 =

m∑
i=1

(
e1e3I

i
Src∆Vi + e2V

2
vdd,domCi

)
+

m∑
i=1

(
V i
Src(I

i
Src − S

′i
Src)

)
−

n∑
j=1

(BjSj
OBS) + c

m∑
i=1

zi (6.33)
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subject to

∀j ∈ OBS:

V j
OBS =

m∑
i=1

(Tji · V i
Src) +Bj ≥ V j

th (6.34)

∀i ∈ Src:

IiSrc =

m∑
k=1

(A′
ik · V k

Src) + S
′i
Src (6.35)

Iisrc = e3 ·∆Vi · Ci (6.36)

0 ≤ IiSrc ≤M · zi (6.37)

IiSrc
e3 ·∆Vmax

≤ Ci ≤M · zi (6.38)

0 < ∆Vi ≤ ∆Vmax (6.39)

m∑
i=1

Ci ≤ Cmax (6.40)

V i
Src +

∆Vi
2

≤ Vvdd,dom (6.41)

Here, V j
th is the minimum required voltage at the observation nodes of each core, and

M is a large positive number.

Constraints (6.34) are transformed from Equation (6.21), to specify the minimum

voltage for each core load. Constraints (6.35) are from Equation (6.29), and Constraints

(6.36) from Equation (6.11). Constraints (6.37) are structured to ensure that the current

Iisrc is zero when no converter connected to candidate port i, while Constraints (6.38)

ensure that converter size Ci is zero when Iisrc is zero, both through the use of M .

Constraints (6.39) and (6.40) are from Equations (6.22) and (6.23), and Constraints

(6.41) set the bound for the Vdd supply.

We can observe that there are nonlinear (actually non-convex) terms in the objec-

tive function (6.33) and constraints (6.36) are also nonlinear. Therefore, the above

optimization problem is a MINLP.



95

6.6 Heuristic Approaches

As stated in [88], “MINLP problems are difficult to solve precisely, because they combine

all the difficulties of both of their subclasses: the combinatorial nature of mixed integer

programs (MIP) and the difficulty in solving nonconvex (and even convex) nonlinear

programs (NLP). Because subclasses MIP and NLP are among the class of theoreti-

cally difficult problems (NP-complete), so it is not surprising that solving MINLP a

challenging and daring venture.”

Therefore, in our work we explore heuristic approaches to solve the optimization

problem. For the objective function in Equation (6.33),

• P2 + P3 is determined by the number/layout of the converters

• P1 is determined by the converter design, i.e, the size of converters Ci, and

Vvdd,dom, the Vdd supply. From Equation (6.1) we can see that Vvdd,dom is deter-

mined by the voltage droop in the power grid and the ripple in the converters.

Therefore, we may optimize the power loss in two steps. We first optimize P2 + P3,

the power in the distribution network, by finding the optimal number and layout of the

converters. We present two heuristic approaches in Section 6.6.2 for this step. Next, we

optimize P1 to determine the optimal size of each used converter Ci, which is presented

in Section 6.6.3.

6.6.1 An approximation for the voltage ripple

We introduce the approximation that all converters have the same voltage ripple. In

other words,

∆Vi = ∆V ∀ i such that zi = 1.

The impact of this assumption is that by Equation (6.36), the current delivered by a

converter i is proportional to its capacitance Ci, which is a reasonable assumption.

We justify this approximation as follows. In Equation (6.30), let P i
1 be the contri-

bution of the ith converter to P1. If zi = 1,

P i
1 = e1e3I

i
Src∆Vi + e2V

2
vdd,domCi (6.42)
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According to Equation (6.36), P i
1 is equivalent to

P i
1 = e1

(IiSrc)
2

Ci
+ e2V

2
vdd,domCi (6.43)

If we minimize P i
1 locally by setting ∂P i

1/∂Ci = 0, we get

Ci =
IiSrc

Vvdd,dom

√
e1
e2

(6.44)

Therefore, according to Equation (6.36) we can see that

∆Vi =
IiSrc
e3Ci

=
Vvdd,dom

e3

√
e2
e1

(6.45)

Since e1, e2, and e3 are constants, and Vvdd,dom is common to all the converters, ∆Vis

can be assumed to be the same among the used converters if they are locally optimized.

Therefore, in the following discussion, we assume ∆Vi = ∆V for each used converter.

If all Cis were free variables, allowed to take any value, this would not be an ap-

proximation. However, according to Equation (6.40), the Cis are not unconstrained,

therefore this is an approximation.

6.6.2 Optimizing Converter Number/Layout

As stated earlier, the number and layout of the converters also affects the efficiency

of the power delivery system. Distributing the converters with finer granularity and

optimized layout over the chip can help improve the efficiency loss by reducing the

voltage droop seen by the local core loads, when placing the converters closer to the

utilization points. However, there is an overhead associated with the power loss in the

control units and clock network.

How significant is the converter area?

At this point, it is useful to consider some technology numbers to determine the area

overheads of the SC converters. To compute this, we assume that the SC converters are

fabricated using deep-trench capacitors. In [81], the reported power density of deep-

trench capacitors is 200nF/mm2. A typical core has the current of ∼ 1A. According
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to Equation (6.10), if we use a 2:1 converter (with Mtopo = 2) to deliver this amount

of current with ripple ∆V = 5mV, Nphase = 32 and fsw = 100Mhz, then the required

amount of capacitance is 31.25nF, which transforms to 0.156mm2. Considering that the

typical size of a core is of several mm2, we may ignore the area effect of the converters

when optimizing the layout of the converters.

MILP-based Approach

In this section, we present a MILP-based heuristic to optimize the number and layout

of the converters. We proceed under the assumption that for each used converter,

∆Vi = ∆V , and define

Vvdd,local = Vvdd,dom −∆V/2 (6.46)

From Equation (6.41) we can see that

V i
Src ≤ Vvdd,local (6.47)

The power loss due to voltage droop, P2, shown in Equation (6.31), can be relaxed as

P2 =

m∑
i=1

(V i
SrcI

i
Src)−

m∑
i=1

(S
′i
SrcV

i
Src)−

n∑
j=1

(BjSj
OBS)

≤ Vvdd,local

m∑
i=1

IiSrc −
m∑
i=1

(S
′i
SrcV

i
Src)−

n∑
j=1

(BjSj
OBS) (6.48)

Essentially, since Iisrc = 0 when zi = 0, the substitution in the first term means that

V i
Src = Vvdd,local. In the above expression,

∑m
i=1 I

i
Src is the total current delivered to the

cores, and therefore, a constant. We can see that by relaxation we can transform the

nonlinear cost function P2 to be linear.

In fact, in our experiments using all approaches, we find that V i
Src is nearly equal

for every converter i, so that (6.47) is in practice an equality, confirming the validity of

the minimizing the relaxed P2.

Since
∑n

j=1(B
jSj

OBS) is a constant, it is unchanged under any optimization. Then

the relaxed power loss (P2 + P3) can be minimized by solving the following MILP
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problem:

min. Vvdd,local

m∑
i=1

IiSrc −
m∑
i=1

(S
′i
SrcV

i
Src) + c

m∑
i=1

zi (6.49)

subject to the linear constraints in Equations (6.34), (6.37) and (6.47).

Note that IiSrc is substituted with V i
Src according to Equation (6.35), so this MILP

formulation has m 0-1 integer variables (zis), m+ 1 continuous variables (Vvdd,local and

V i
Srcs) and 3m+ n constraints.

Greedy Approach

Considering that MILP can be expensive for a large number of integer variable zis, we

propose a greedy approach to reduce the run-time complexity of solving the optimization

problem with a large set of candidate locations for the converters. The idea is to explore

different granularity of converters: from one converter for each core, to a single lumped

converter for all the cores.

For a chip with n cores, the inputs of the greedy approach include

1. A list of cores ℜ = {C0, . . . , Cl}. Core Ci has peak current Ii and minimum

required voltage supply Vvdd,Ci
,

2. A adjacency graph G0 representing the neighbor relationships among the l cores;

if a layout is provided instead, this information can be generated using Voronoi

diagrams.

3. A list of all candidate locations Ψ = {ψ1, . . . , ψm} for the converters on the chip

(Figure 6.7 shows part of the candidate set that are used by the converters).

The edge weight wij of an edge between vertices i and j in the adjacency graph is

calculated as the increase in the power loss from combining two converters Vi and Vj

into a single converter, Vij . This quantity is the total change in the power loss P2 +P3,

which includes:

1. the change in power loss from voltage droop [Equations (6.1), (6.2) and (6.12)]

∆PL2 = ∆Vvdd,dom ·
∑l

i=1 Ii
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2. the change in power loss from the control circuit ∆Pctrl [Equation (6.13)]

3. the change in power loss from the clock network ∆Pclock [Equation (6.14)]

i.e, wij = ∆PL2 +∆Pctrl +∆Pclock where ∆PL2 is non-negative because voltage droop

tends to increase with fewer converters, ∆Pctrl = −Pctrlr because the number of convert-

ers is reduce by one after combining two converters into one, and ∆Pclock is determined

by the locations of the converters Vi, Vj and Vij . Note that wij can be negative in our

approach.

Our approach to optimizing the converter design is iterative in nature, and the

overall scheme is illustrated in the left half of Figure 6.6. We begin with a design

with one individual converter for each core. The top right box in Figure 6.6 shows an

example of the given adjacency graph G0 for the l cores. In G0, each node Vi represents

the converter for core Ci.

Figure 6.6: Outline of the proposed approach to explore different granularity of con-
verters.

The principle behind our method is to begin with the adjacency graph, allowing

each core to have its own converter. Then we contract edges in the graph to reduce the

number of converters by merging the adjacent converters. Starting from a given adja-

cency graph G0 with l converters, at each iteration we greedily merge the neighboring
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converters Vi and Vj with minimum edge weight wij , so as to minimize the possible

increase of power loss at the next level of converter granularity. When merging two

neighboring converters Vi and Vj , two nodes in the adjacent graph is merged into one

new node, and the weights of the edges between this new node edge and its neighbours

are updated as stated earlier.

We compute the optimal location, as described in the next paragraph, for the com-

bined converter Vij , and then update the adjacency graph. With l cores, our approach

will repeat the merging process l − 1 times to evaluate all possible levels of converter

granularity.

We select the location of a converter Vi from the set of candidate locations Ψ to

minimize the nominal output voltage of the converters, minus the voltage ripple part

[Equation (6.1)], i.e.,

Vvdd,local = Vvdd,dom − ∆V

2
= max

i∈{1,...,l}
(V ddCi + Vdroop,i) (6.50)

where Vdroop,i is the voltage drop at core Ci. When evaluating each candidate location,

the voltage droop of each core can be obtained from the simulation of the power grid.

However, consider that the power grid is typically costly to simulate, to speed up the

evaluation process, we assume that the conduction resistance between a core Ci and

its converter Vj is linearly proportional to their distance Dist(Ci, Vj), i.e., Vdroop,Ci
=

Ii · Runit · Dist(Ci, Vj), where Runit is the unit-distance resistance of the power grid.

However, the voltage droop for our final results are validated using a accurate circuit

simulator.

6.6.3 Optimization of Converter Size

After determining the number and layout of converters using the heuristic approaches

in Section 6.6.2, the second step is to determine Ci for each converter i by optimizing

P1.

Let Itotal =
∑m

i=1 I
i
Src and Ctotal =

∑m
i=1Ci, then from Equation (6.45) we can see

that

∆V =
IiSrc
e3Ci

=
Itotal
e3Ctotal

(6.51)
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so to minimize the power loss P1 in Equation (6.30) is equivalent to minimizing

P1 = e1e3∆V Itotal + e2V
2
vdd,domCtotal

= e1I
2
total

1

Ctotal
+ e2V

2
vdd,domCtotal (6.52)

Using Equation (6.46), Equation (6.52) can be further transformed to

P1 = e1I
2
total

1

Ctotal
+ e2(Vvdd,local +∆V/2)2Ctotal

= e2V
2
vdd,localCtotal + I2total(e1 +

e2
4e23

)
1

Ctotal

+
e2
e3
Vvdd,localItotal (6.53)

where Itotal is a constant, and Vvdd,local can be found after solving the optimization prob-

lem in Section 6.6.2. The constraints for the above problem is given by Equation (6.40)

and

Cmin =
Itotal

e3∆Vmax
, (6.54)

which is derived from Equations (6.39) and (6.51).

Note that P1 is a convex function of Ctotal. It is easily determined that the optimal

solution to the unconstrained problem defined in Equation (6.53) is given by:

C0 =
Itotal

Vvdd,local

√
e1 +

e2
4e23

e2
(6.55)

However, this value of C0 may fall outside the bounding constraints (6.40). If so, from

the convexity of the objective function, we can conclude that the optimum must be at

the extreme point of the allowable Ctotal interval that is closer to C0.

Next, the optimal size of Ctotal for the converters, Copt, is

Copt =


Cmin if C0 < Cmin

C0 if Cmin ≤ C0 ≤ Cmax

Cmax if C0 > Cmax

(6.56)

Then we can calculate the voltage ripple ∆V according to Equation (6.51) using Copt,
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and the optimal size of each used converter Ci can be calculated by Equation (6.51)

because IiSrc is known after solving the optimization problem in Section 6.6.2.

6.7 Experimental Results

Our heuristic approaches described in Section 6.6 are implemented in C++. The MILP

problem is solved using CPLEX [89].

6.7.1 Test Cases

Our approaches were exercised on two chips, one of which is a homogeneous multicore

while the other is a heterogenous multicore processor. The configuration of each chip is

described below:

Figure 6.7: Two test cases with 16 homogeneous cores (left) and 32 heterogeneous cores
(right)

Homogeneous Chip: Our homogeneous test case consists of a chip with one power

domain of 16 identical cores, as shown in Figure 6.7 (left), which follows the tile-based

design for multicore chip [82]. Each core consists of a CPU, L1 I/D cache and L2 cache

with area ratio of 2:1:2. The core is 3× 3mm2 with a peak current of 1A@0.6V. In our

simulations, we model the current ratio among CPU, L1 cache and L2 cache inside each

core using guidelines consistent with [7].

Heterogeneous Chip: We also consider a heterogeneous test case consisting of a set

of ARM Cortex cores [90]. Simpler versions of such heterogeneous cores are already on

the market today [91]. This test case has one power domain of 32 cores as shown in
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Figure 6.7 (right). Core types A through E are, respectively, the A9, A8, A5, M4, and

M0 cores.

Homogeneous case Heterogeneous case

Conversion ratio 2:1 3:2

Total core current Icore 16A 3.14A

Max output ripple ∆Vmax 10mV 20mV

Areamax 28.8mm2 1.056mm2

Cmax 5.76 µF 0.21µF

Number of switches Nsw 4 7

Mtopo (Refer to Equation (6.11)) 2 9/8

Table 6.2: Configurations of the two chips.

Switching frequency fsw 100Mhz

Interleaving stages Nphase 32

Capacitance density Cunit 200nF/mm2

Unit-length gate capacitance Cgate 3fF/µm

Unit-width switch resistance Ron 130Ω · µm
Control circuit power Pctrlr 4.0mW

Parasitic parameter α 0.1%

Clock power parameter β 1.27mW/mm

Clock power parameter λ 4.95µW

Switch width coefficient σ 512µm/(µF·MHz)

Table 6.3: Global configuration parameters.

Table 6.2 shows the parameters for these two chips, and Table 6.3 lists the main

parameters used in our design of converters. These parameters are evaluated under the

32nm technology node using data from the published literature and PTM [75] files. We

assume that the available area for the converters is up to 20% of the total core area.

6.7.2 Comparison of Heuristic Approaches

We have presented two heuristic approaches for the optimization of the number and lay-

out of the converters in Section 6.6.2, followed by the optimization of converter size using

a closed-form solution. The first heuristic approach (refer to Section 6.6.2) Heuristic-

MILP formulates the optimization as a MILP problem, and the second heuristic ap-

proach Greedy in Section 6.6.2 uses greedy strategy to explore the number and layout
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of converters at different levels of granularity. We compare these two approaches with a

manual design approach, which evenly distributes the converters over the chip at differ-

ent levels of granularity with total number of converters set to 2k, k = 0, 1, 2, . . . , ⌊logm2 ⌋,
where m is the numbers of candidate locations for the converters

Table 6.4: Comparison Of Optimization Efficiency, without limitation on # converters

Chip m n
Manual Greedy Heuristic-MILP

#cvt P1 P2 P3 Total η #cvt P1 P2 P3 Total η CPU#cvt P1 P2 P3 Total η CPU
Homo16 56 208 32 763 574 128 1465 86.1 36 706 389 144 1239 87.6 5.9 47 705 283 188 1176 88.1 370.1
Hete32 76 203 16 160 277 64 501 86.1 11 157 184 44 385 88.9 1.7 13 157 141 52 350 90.1 362.7
Average 1 1 0.67 0.81 0.50 0.75

Table 6.4 shows the results of these approaches. Columns 2–3 show m, the numbers

of candidate locations for the converters, and n, the number of observation nodes for

the cores. Columns 4–9 show the results of manual design, columns 10–16 give the

results of the greedy scheme discussed in Section 6.6.2, and columns 17–23 show the

results of the heuristic approach presented in Section 6.6.2. For each approach, we list

the total number of converters used, the total power loss (refer to Equation (6.20)) and

its breakdown, P1, P2, and P3, in mW. We also show η, the system-level efficiency of

the power delivery system, and CPU, the runtime of these two heuristic approaches in

seconds (on a 64-bit 2.5GHz Intel Quad-core platform).

On average, compared to the manual design, the greedy approach can reduce P2

(the power loss due to voltage droop) by 33%, and total power loss by 19% with higher

system-level efficiency. The heuristic approach based on MILP can reduce P2 by about

50% and total power loss by 25%. The system-level efficiency is improved from 86.1% to

88.1% for the homogeneous chip, and from 86.1% to 90.1% for the heterogeneous chip.

The runtime of the MILP problem is tractable, it takes only a few minutes for CPLEX

to solve these two chips.

As stated before, the manual design has limited search space w.r.t the number of

converters, as compared to the two heuristic approaches. For a comparison that is more

favorable to the limited search space of manual design, and to explore the quality of our

approach under stringent constraints, we perform another set of experiments by setting

the same upperbound for the available number of converters for these three approaches.

The results are presented in Table 6.5. Column 3 shows the upper bound for number

of converters. From the table we can see that compared to manual design, on average,
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Table 6.5: Comparison Of Optimization Efficiency, with same limitation on number of
converters

Chip m
Max.

n
Manual Greedy Heuristic-MILP

#cvt #cvt P1 P2 P3Total η #cvt P1 P2 P3Total η CPU#cvt P1 P2 P3Total η CPU
Homo1656 16 208 16 8061235 32 2106 81 16 7731024 64 1861 82.5 2.9 16 779 991 64 1834 82.8360.4
Hete32 8 76 203 8 160 311 32 503 86 8 158 240 32 430 87.8 1.7 8 157 200 32 389 88.8374.4
Average 1 1 0.80 0.87 0.72 0.82

Greedy and Heuristic-MILP can still improve the results respectively by 13% and 18%

in terms of the total power loss. This is because with the same number of converters,

the heuristic approaches can search different combinations of the converters. Even for

the homogeneous chip, there is still room for improvement because of the unevenly

distribution of current within each core and the asymmetry in the power pads shared

by different power domains in a single chip.

Figure 6.8(a) shows how the power losses P2, P3 and the total power loss P1 +P2 +

P3 change with various number of converters for the homogeneous chip by applying

the heuristic approach Heuristic-MILP. We can see that as we increase the number of

converters from 1 (all the cores connected to a converter) to 30, the power loss P2 due to

voltage droop decreases quickly, with a reduction of more than 20X. This implies that

the distributed design of the converters can effectively reduce the IR drop seen by the

cores, and therefore, improve the efficiency of the power delivery system. The reduction

in total power loss starts to slow down as we further increase the converter number,

and the overhead from the control circuit and clock network begins to dominate the

overall power loss. Similar results can be observed for the heterogeneous chip as shown

in Figure 6.9(a).

Figure 6.8(a) shows high power loss (more than 10W) when only a few converters

are used. This is because we generated the results with the same wiring resources

for different number of converters. The loss number can be reduced by using more

interconnect resources through narrowing the pitch of the power grid, but that can

cause very high congestion.

For the homogeneous chip, the lowest total power loss is achieved with 47 converters

as shown in Figure 6.8(b), and the layout is shown in Figure 6.7(left). Note that although

there is no large difference in the total power loss between the cases using 47 and 56

converters, more routing resource is needed for the clock network when more converters
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(a) Complete

(b) Part

Figure 6.8: Power loss vs. # converters for homogeneous chip. The left figure shows
the complete graph for P1, P2 and the total power loss. The right figure shows part of
the total power loss as the number of converters changes from 27 to 56.
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(a) Complete

(b) Part

Figure 6.9: Power loss vs. # converters for heterogeneous chip. The left figure shows
the complete graph for P1, P2 and the total power loss. The right figure shows part of
the total power loss as the number of converters changes from 5 to 35.
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are used, which is not captured by power loss objective function. It is certainly possible

to use an enhanced objective that captures this factor, or to determine a reasonable

tradeoff by examining the curve. For the heterogeneous chip, the lowest total power

loss of is achieved with 13 converters shown in Figure 6.9(b), and the layout is shown

in Figure 6.7(right).

Table 6.6: Heuristic-MILP vs. Heuristic-iterative

Chip
Heuristic-MILP Heuristic-iterative

#cvts P1 P2 P3 Total CPU #cvts P1 P2 P3 Total CPU
Homo16 47 704.9 283.8 188 1176.7 370.1 47 703.6 283.7 188 1175.3 374.9
Hetero32 13 156.7 141.9 52 350.6 362.7 13 156.1 141.7 52 349.8 364.9

In Section 6.6, we had proposed heuristic approaches to break the MINLP problem

(described in Section 6.5) into two independent sub-problems. In fact, we have another

formulation (details not shown due to space limitations) that solves MINLP problem

approximately in an iterative way: We start with the initial guess to the MINLP problem

provided by the Heuristic-MILP and closed-form solution presented in Section 6.6.3.

And we set the integer variables zis to be the values from the initial guess (i.e., fixing

the number and location of the converters).

The iterative process, called Heuristic-iterative, consists of two steps:

(1) For fixed zis, the MINLP problem in Section 6.5 becomes a NLP, that is solved by

CPLEX through sequential linear programming.

(2) We update the number and location of the converters by solving a MILP problem

by fixing some variables based on the NLP solution.

The key difference between Heuristic-MILP and Heuristic-iterative is that we allow the

converters to have different voltage ripple ∆Vis in Heuristic-iterative. Table 6.6 presents

the results of comparison between Heuristic-MILP and Heuristic-iterative. We observe

that Heuristic-iterative can only improves the initial guess provided by Heuristic-MILP

by a small amount. This implies that our assumption about identical voltage ripple

made in Section 6.6 is acceptable in terms of the solution quality.
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6.8 Conclusion

In this chapter, we study the efficiency of the power delivery system using SC converters

at the system level. This work develops models for the efficiency of such a system as

a function of size and layout of the SC converters, and the problem is formulated as a

mixed integer non-linear program optimization. We then propose heuristic approaches

to optimize the size and layout of the SC converter to minimize power loss. The efficiency

of these techniques is demonstrated on both homogenous and heterogenous multicore

chips.



Chapter 7

Conclusion

This thesis presents CAD solutions to the design and optimization of on-chip commu-

nication network and power delivery network for 3D and multicore chips.

In Chapter 2, we have proposed an efficient algorithm to synthesize application-

specific 3D NoC architectures for SoCs. Our algorithm utilizes a stochastic approach

called simulated allocation (SAL) to reduce the dependency of NoC design results on

flow ordering. We also use accurate delay model for routers in NoCs which consider

the queueing delay and network contention. Finally, our algorithm performs the floor-

planning of cores/routers and NoC topology synthesis in an integrated iterative loop,

attempting to find the optimal solution for the problem of application-specific NoC de-

sign. Experimental results on a set of benchmarks show that our algorithm can produce

greatly improved solutions compared to the baseline algorithm reflecting prior work.

We also study the impact of various factors on the network performance in 3D NoCs,

including the TSV count and the number of 3D tiers.

For CMPs, we propose flexible-pipeline routers in Chapter 3 that are capable of

re-balancing the pipeline stages upon voltage and frequency scaling, while operat-

ing the cores at the original frequency. The proposed routers are able to improve

energy-efficiency of the system by exploiting the fact that certain workloads are latency-

sensitive, but are not throughput-intensive. The proposed technique can work in tandem

with (and are largely orthogonal to) other techniques that are intended to reduce router

power as well as various congestion management strategies. The hardware complexity

for supporting pipeline rebalancing is minimal.

110
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Chapter 4 presents an efficient decap allocation algorithm to optimize 3D power

supply network using both MIM and CMOS decaps. Our algorithm uses 3D congestion

analysis and a linear congestion model, as well as linearized noise models based on ad-

joint sensitivity analysis, to guide the decap allocation among CMOS and MIM decaps.

Experimental results show that power grid noise can be more effectively optimized us-

ing both MIM and CMOS decaps, with lower leakage power and low routing congestion

costs.

In the last part of this thesis, we explore the design and optimization of on-chip

SC DC-DC converters in multicore processors. Simulation results based on realistic

multicore current profiles show that distributed SC converters can reduce the IR drop

largely compared to the lumped design, with improved supply voltage. We also present

the idea of using SC converters for multi-domain power supply. We then continues to

study the efficiency of the power delivery system using SC converters at the system

level. We develops models for the efficiency of such a system as a function of size and

layout of the SC converters, and the problem is formulated as a mixed integer non-linear

program optimization. We then propose heuristic approaches to optimize the size and

layout of the SC converter to minimize power loss. The efficiency of these techniques is

demonstrated on both homogenous and heterogenous multicore chips.
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[28] A. Hansson, K. Goossens, and A. Rǎdulescu. A unified approach to constrained

mapping and routing on network-on-chip architectures. In Proceedings of the Inter-

national Conference on Hardware-Software Codesign and System Synthesis, pages

75–80, 2005.

[29] S. Yan and B. Lin. Application-specific network-on-chip architecture synthesis

based on set partitions and Steiner trees. In Proceedings of the Asia-South Pacific

Design Automation Conference, pages 277–282, 2008.

[30] C. Seiculescu, S. Murali, L. Benini, and G. D. Micheli. SunFloor 3D: A Tool for

Networks on Chip Topology Synthesis for 3D Systems on Chip. In Proceedings of

Design and Test in Europe, pages 9–14, 2009.

[31] Y. Hu, H. Chen, Y. Zhu, A. A. Chien, and C.-K. Cheng. Physical synthesis of

energy-efficient networks-on-chip through topology exploration and wire style op-

timizations. In Proceedings of the International Conference on Computer Design,

pages 111–118, 2005.

[32] Y. Hu, Y. Zhu, H. Chen, R. Graham, and C.-K. Cheng. Communication latency

aware low power NoC synthesis. In Proceedings of the ACM/IEEE Design Automa-

tion Conference, pages 574–579, 2006.

[33] D. S. Mark, M. Karpovsky, and L. Zakrevski. Application of network calculus to

general topologies using turn-prohibition. IEEE/ACM Transactions on Network-

ing, 11(3):411–421, 2003.



116
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