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Abstract

Technology scaling into the sub-100nm domain implies that the effects of process, voltage, and

temperature variations have a resounding effect on the performance of digital circuits. An increase

in complexity has resulted in challenges in design and manufacturing of these circuits, as well as

guaranteeing their accurate and reliable performance. Twokey challenges in present-day circuit de-

sign are to ensure the long term reliability of circuits and to accurately estimate the arrival times and

margins of the various paths in the circuit during timing analysis, under the presence of variations,

at all operating conditions. Bias Temperature Instability(BTI), a long-term transistor degradation

mechanism has escalated into a growing threat for circuit reliability; hence its exact modeling and

estimation of its effects on circuit performance degradation have become imperative. Techniques

to mitigate BTI and ensure that the circuits are robust over their lifetime are also becoming vital.

Similarly, the impact of process variations has prompted new areas of research, to determine the

timing and power estimates of the circuit, as accurately as possible. Since the effects of variations

can no longer be ignored in high-performance microprocessor design, sensitivity of timing slacks

to parameter variations has become a highly desirable feature to allow designers to quantify the

robustness of the circuit at any design point. Further, the effect of varying on-chip temperatures,

particularly in low voltage operation, has led to inverted temperature dependence (ITD) in which

the circuit delay may actually decrease with increase in temperature. This thesis addresses some of

these major issues in present day design.

We propose a model to estimate the long term effects of Negative Bias Temperature Instability

(NBTI). We initially present a simple model based on an infinitely thick gate-oxide in transistors,

to compute the asymptotic threshold voltage of a PMOS transistor, after several cycles of stress and

recovery. We then augment the model to handle the effects of finite-oxide thickness, and justify the

findings of several other experimental observations, particularly during the recovery phase of NBTI

action. Our model is robust and can be efficiently used in a circuit analysis setup to determine the

long-term asymptotic temporal degradation of a PMOS device, over several years of operation.

In the next chapter, we use this model to quantify the effect of NBTI, as well as Positive Bias
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Temperature Instability (PBTI), a dual degradation mechanism in PMOS devices, on the temporal

degradation of a digital logic circuit. We provide a technique for gaging the impact of signal prob-

ability on the delay degradation numbers, and investigate the problem of determining the maximal

temporal degradation of a circuit under all operating conditions. In this regard, we conclude that

the amount of overestimation using a simple pessimistic worst-case model is not significantly large.

We also propose a method to handle the effect of correlations, in order to obtain a more accurate

estimation of the impact of aging on circuit delay degradation.

The latter part of this chapter proposes several circuit optimization techniques that can be used to

ensure reliable operation of circuits, despite temporal degradation caused by BTI. We first present

a procedure of combating the effects of NBTI during technology mapping in synthesis, thereby

guardbanding our circuits with a minimal area and power overhead. An adaptive compensation

scheme to overcome the effects of BTI through the use of adaptive body bias (ABB) over the lifetime

of the circuit is explored. A combination of adaptive compensation and BTI-aware technology

mapping is then used to optimally design circuits that meet the highest target frequency over their

entire lifetime, and with a minimal overhead in area, average active power, and peak leakage power

consumption. Lastly, we present a simple cell-flipping technique that can mitigate the impact of

NBTI on the static noise margin (SNM) of SRAM cells.

In the final chapter of this thesis, we first present a framework for block based timing sensitivity

analysis, where the parameters are specified as ranges - rather than statistical distributions which are

hard to know in practice. The approach is validated on circuit blocks extracted from a commercial

45nm microprocessor design. While the above approach considers process and voltage variations,

we also show that temperature variations, particularly in the low voltage design space can cause an

anomalous behavior, i.e., the circuit delays can decrease with temperature. Thus, it is now necessary

to estimate the maximum delay of the circuit, which can occurat any operating temperature, and not

necessarily at a worst case corner setting. Accordingly we propose a means to efficiently compute

the maximum delay of the circuit, under all operating conditions, and compare its performance with

an existing pessimistic worst-case approach.
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Chapter 1

Introduction
With technology scaling into the nanometer regime, the impact of process, voltage, temperature,

and other environmental variations on the performance of digital integrated circuits has become

significant. Further, the effects of scaling, and increasedon-chip operating temperature have also

affected the long term reliability and the lifetime of thesecircuits. The accurate modeling of these

variations, and accounting for their effects while estimating circuit performance, has become one of

the most important challenges in the field of computer aided design.

1.1 Reliability of Digital Circuits

Recent trends in technology scaling into the sub-130nm technology have escalated the impact of

Negative Bias Temperature Instability (NBTI), a transistor degradation mechanism, on the long

term reliability of circuits. When a PMOS device is biased ininversion, the application of a negative

bias at the gate node, causes the generation of interface traps. Interface trap sites are formed due

to crystal mismatches at the Si-SiO2 interface. During oxidation of Si, most of the tetrahedral Si

atoms bond to oxygen. However, some of the atoms bond with hydrogen, leading to the formation

of weak Si-H bonds. Fig. 1.1(i) shows the 3-D structure of Si at the Si-SiO2 interface in the 111

crystal orientation.Nit is the site containing an unsaturated electron (crystal mismatch) leading to

the formation of an interface trap. Fig. 1.1(ii) shows the Si-SiO2 interface in 2-D along with the

Si-H bonds and the interface traps.

When a PMOS transistor is biased in inversion, the holes in the channel dissociate these Si-H

bonds, thereby generating interface traps (Fig. 1.1(iii)). Interface traps (interface states) are electri-

cally active physical defects with their energy distributed between the valence and the conduction

band in the Si band diagram [7]. The rate of generation of traps is accelerated by high operating

temperatures. These traps cause an increase in the threshold voltage (jVthj) of the PMOS transistor,

over a large period of time. This effect is known as Negative Bias Temperature Instability (NBTI).

The impact of NBTI has notably been measured on SRAM logic cells [8], and digital circuits

in [9]. The results show that in digital logic, NBTI can causea reduction in the drain current, thereby
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Figure 1.1: Schematic description showing the generation of interface traps when a PMOS transistor
is biased in inversion. Fig. (i) shows the 3-D structure of Siat the Si-SiO2 interface in the 111
crystal orientation.Nit is the site containing an unsaturated electron (crystal mismatch) leading to
the formation of an interface trap. Fig. (ii) shows the Si-SiO2 interface in 2-D along with the Si-H
bonds and the interface traps. Fig. (iii) shows the dissociation of Si-H bonds by the holes when the
PMOS device is biased in inversion and the diffusion of hydrogen into the oxide, thereby generating
an interface trap [7].

increasing the delay of the circuits over a few years of operation. This may also cause the circuit to

violate its timing specifications, thereby resulting in functional failure. In SRAM logic, NBTI can

cause a decrease in the static noise margin (SNM), thereby affecting the read stability. Thus, not

only is it essential to quantify the impact of NBTI on transistor performance, but it is also important

to mitigate this effect through optimal circuit design techniques, or to make them robust enough to

ensure reliable performance over the guaranteed lifetime.

With the use of thinner gate-oxides, the impact of NBTI has increased. To further exacerbate

the issue of long-term reliability of circuits, the use of Hf-based high-k dielectrics for gate-leakage

reduction has caused additional degradation in NMOS devices by a dual mechanism known as Pos-

itive Bias Temperature Instability (PBTI) [10, 11]. PBTI occurs in NMOS devices when a positive

bias stress is applied across the gate oxide, i.e., when (Vgs = Vdd). Moreover, techniques developed

to reduce NBTI can contribute to increasing PBTI. For example, if the input to an inverter is biased

so that it is more likely to be at logic 1 than logic 0, the NBTI stress on the PMOS device is reduced

since theVgs bias becomes zero; however, this now places a bias on the NMOSdevice, which now
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has a positiveVgs value.

Thus, under transistor degradation mechanisms such as BTI (bias temperature instability), it is

necessary to quantify the long-term degradation of digitalcircuits. Circuits can then be guardbanded

by adding appropriate timing margins or may be designed robustly such that they are tolerant to

temporal degradation, thereby guaranteeing optimal performance over their lifetime.

1.2 On-Chip Variations

A major challenge in present day circuit design, particularly in the context of device modeling,

timing and power analysis, is the impact of variations. Imperfections in the manufacturing process as

well as dynamic changes in the operating conditions can cause the various parameters that influence

circuit performance, to be perturbed from their expected values, (i.e., the values that were used

during presilicon circuit design and estimation). This hasled to a significant deviation between the

delay (and leakage power) numbers computed by a tool throughsimulations, as opposed to their

actual numbers as seen on silicon. The impact of these variations have assumed vast proportions,

due to technology scaling, and decreasing feature sizes, making it extremely hard to predict the

exact postsilicon delays of the circuit, with the highest degree of accuracy and confidence. This has

opened up newer challenges in timing analysis.

The sources of these variations can broadly be categorized as [12]:

1. Process variations: These arise due to imperfections in the fabrication process, and manifest

themselves as a deviation in the values of parameters such aschannel lengthLe, device widthW , oxide thicknessdox, dopant concentrationNa, interconnect thickness and width varia-

tions, etc. These variations can be perceived to be “one-time” in nature, causing a change in

the circuit delay and power values during fabrication, and mostly remain invariant over the

entire lifetime of the circuit. These variations can be further classified into intra-die varia-

tions or inter-die variations, depending on whether they have impacted all devices on the chip

uniformly or whether their impact is local to a specific region on the die.

2. Environmental variations: These arise due to changes in the operating conditions of the chip,

such as changes in supply voltage or temperature. Unlike process variations, that are “one-
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time”, these are “run-time” in nature, and impact the dynamic performance of the circuit.

The accurate modeling of these variations during timing analysis is essential to determine their

impact on the performance of the circuit.

1.3 Outline of the Thesis

The content of this dissertation can be classified into threebroad chapters:

1.3.1 Negative Bias Temperature Instability Modeling

In order to quantify the impact of NBTI on the temporal delay of digital circuits, it is vital to develop

a transistor degradation model that can capture the shift inthe various parameters that affect the

circuit delay. Much work in the area of NBTI has been active within the communities of device and

reliability physics. However, with its increasing impact,a CAD framework for managing the NBTI

degradation at the circuit level is essential.

In this regard, Alam [13] presented an analytical model based on a Reaction-Diffusion (R-D)

[14,15] framework to determine the number of interface traps and the threshold voltage degradation

as a function of time. The work in [13] shows that an alternating stress-relaxation pattern (AC stress)

produces lower degradation as compared with a DC stress input, thereby implying that the long

term temporal degradation depends on the nature of stress applied to the PMOS device. The authors

in [8, 9] present a numerical simulation-based model using the R-D framework, and determine the

change in the frequency of an NBTI stressed ring oscillator.However, an accurate estimation of the

effects of NBTI on the delay of a combinational circuit requires a comprehensive model that can

determine the long term asymptotic degradation of a transistor after several years of operation under

different conditions.

As part of this thesis, in Chapter 2, we develop the first analytical model for simulating NBTI

over multiple cycles of stress and relaxation. Our work usesthe classical Reaction-Diffusion (R-D)

model to analytically capture the physical effects of both the stress and relaxation phases of NBTI

action. It must be noted that although the R-D paradigm has been used to develop models in [13,16,

17] that physically explain the effects of NBTI, all of thesemodels have been restricted to a single
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stress cycle, or a single stress cycle followed by a single relaxation cycle. The subsequent phases

of stress and relaxation are handled in [13] by numerically solving the R-D model equations. In

contrast, our work builds a comprehensive analytical model, overmultiplestress/relaxation phases,

and also leads to a concrete proof of the frequency independence property of NBTI.

While the R-D theory [14, 15] has commonly been used to model NBTI, leading to various

long-term models for circuit degradation [13, 18–20], alternative views among researchers exist,

particularly about the inability of the R-D model to explainsome key phenomena, as detailed in

[5, 21–24]. This has led to models such as [21, 25–29], as wellas efforts to resolve the controversy

between the R-D model theory and the hole trapping theory [30–33]. While this area is still under

active research, the domain of our work is restricted to NBTImodeling based on the R-D theory.

This thesis compares these existing models for predicting the long term effects of aging on

circuit reliability within the R-D framework [13, 18–20], and finds that these models do not suc-

cessfully explain the experimentally observed results. Inthis regard, we first sketch an outline for

the basic requirements of any NBTI model, based on observations from a wide realm of experimen-

tal data. Further, most of these models assume that the oxidethickness (dox) is infinite, which is

practically not valid in sub-65nm technologies, wheredox is of the order of a nanometer. Hence a

model must consider the effect of interface trap generationand recombination in polysilicon. Nu-

merical simulations are also performed to illustrate the drawbacks of existing models based on the

R-D theory, and to highlight the importance of considering the effect of finite oxide thickness.

Accordingly, we propose an R-D based analytical model for NBTI that does not consider the

oxide to be infinitely thick. The model provides an expression for asymptotically computing the

NBTI-induced threshold voltage degradation of a transistor as a function of time, for any arbitrary

stress and relaxation pattern. The results show that this model can resolve several inconsistencies,

noted with the reaction-diffusion theory for NBTI generation and recombination, as observed in

[5, 21–23]. Further, we can also explain the widely distinctexperimentally observed results in

[5,34,35].
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1.3.2 BTI Aware Analysis and Optimization of Circuits

NBTI manifests itself as an increase inVth of the devices, which causes the device drain currents to

decrease, thereby increasing the gate delays. While Chapter 2 presents a model that captures theVth
of a transistor as a function of time of operation, at the circuit level, it is necessary to build a mecha-

nism to quantize the effect of “aging” on the delay of the various critical paths in the circuit. In this

regard, in Chapter 3, we first develop a method to use the NBTI model to compute the asymptotic

shift in theVth of every transistor in the circuit after several years of operation, at the end of its

lifetime. Chapter 3 then presents a method to determine the impact of NBTI, as well as PBTI, on

the performance of digital circuits. We consider the dependence of the interface trap generation on

the signal probabilities of the various nodes in the circuit. We also discuss the problem of determin-

ing an accurate timing guardband over the delay of the circuit under all operating conditions, based

on a previously proposed “worst-case” method [36, 37]. Our results indicate that the “worst-case”

method does indeed provide a reasonably accurate means of estimating the impact of BTI on the

shift in timing numbers, i.e., the pessimism incurred by this method is within 5% of the nominal

delays of the circuits.

Figure 1.2: BTI resilient circuit design techniques [1].

While it is imperative to quantize the aging in circuits under the impact of BTI, it is also es-

sential to overcome this effect, thereby guaranteeing reliable operation and the highest performance
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of the circuit, over its entire lifetime. In this regard, Fig. 1.2 [1] shows the two classes of BTI

resilient circuit design solutions, as applied to digital combinational logic. The work in [36, 38]

presents a sizing-based solution to determine the optimal sizes of the transistors (or the gates) that

can guarantee reliable operation over the lifetime of the circuit. Further, the work uses a model for

NBTI that ignores the recovery in threshold voltage when thenegative bias stress applied is relaxed.

In Chapter 3, we alternatively propose a synthesis-based technique using our transistor threshold

voltage degradation model derived in Chapter 2. We demonstrate that incorporating the effects of

NBTI into technology mapping, as well as using a model for NBTI that considers the recovery effect

produces a superior solution, as compared with sizing.

While sizing and synthesis both offer design-time solutions to BTI, where the circuit is suit-

ably redesigned to account for temporal degradation over its lifetime, these techniques also result

in a higher area and power overhead over a nominally designedcircuit. Further while BTI causes

the threshold voltage of transistors to increase, it also reduces the subthreshold leakage with time,

thereby providing opportunities for power-performance trade-offs. Accordingly, we investigate the

effectiveness of an adaptive technique to counter aging in digital circuits. We propose a guard-

banding technique using a combination of adaptive body bias(ABB) and adaptive supply voltage

(ASV), as well as BTI-aware synthesis, to recover the performance of an aged circuit, and compare

its merits over previous approaches.

Lastly, Chapter 3 also presents an overview of the impact of NBTI on SRAM cells. We note that

NBTI significantly affects the static noise margin (SNM), which is a measure of its read stability.

We use the analytical model derived in Chapter 2 to quantize the threshold voltage degradation on

the PMOS devices, and thereby the SNM degradation of the SRAMcell.

While the application of a continuous negative bias to the gate of the PMOS transistor degrades

its temporal performance, the removal of the bias helps anneal some of the interface traps gener-

ated, leading to a partial recovery of the threshold voltage. We utilize this phenomenon to develop

a novel solution to overcome the effect of NBTI by flipping thecontents of the SRAM cell periodi-

cally. This ensures that the PMOS devices are subjected to periods of alternate stress and relaxation

(as opposed to continuous stress) allowing dynamic recovery of threshold voltage. We present re-

sults obtained through simulations based on the R-D model, which indicate that about 30% of read
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stability (measured in terms of SNM) can be restored throughcell flipping. Hardware and software

implementations for this methodology are also discussed.

The contents of this dissertation have been published/submitted for review and publication in

[18,39–46].

1.3.3 Timing Analysis under Process, Voltage, and Thermal Variations

Static timing analysis plays a prominent role in ensuring a fast and accurate estimate of the timing

of the circuit, and has become an indispensable feature in circuit design over the last few decades.

Recent trends in technology scaling such as process, voltage, and temperature (PVT) variations have

led to new areas of research in this domain, in order to guarantee optimal and reliable performance

of digital circuits. In the final chapter of the thesis, we focus on two different approaches, one of

which is geared at die-to-die [12] process and voltage variations, while the other is targeted toward

temperature variations.

During circuit design, variability in manufacturing and operating conditions must be accounted

for during timing analysis, to verify the timing of a circuitunder all operating conditions, before

committing it to manufacturing. Two existing classes of timing analysis techniques to handle the

effect of variations include statistical static timing analysis (SSTA) and multicorner static timing

analysis. SSTA models parameters as random variables and isbased on the assumption that the

distributions and correlations of the varying parameters are knowna priori [12,47,48], etc. On the

other hand, multicorner timing analysis models these parameters as uncertain variables and attempts

to verify the timing at a carefully chosen set of “corner” settings.

While linear time techniques using linear delay models and Gaussian distributions for process

parameters were proposed to perform a statistical timing analysis, with technology scaling and the

increasing complexity of design and manufacturing, the effect of variations on delays has increas-

ingly become nonlinear. Although several attempts have been made to address these issues, SSTA

works on the fundamental assumption that the knowledge of the distributions and correlations on

the varying parameters is available. However, this information is extremely hard to be obtained in

practice; what is known and easy to obtain is a set of bounds orranges of the varying parameters.

Multicorner static timing analysis on the other hand does not require the knowledge of the
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actual distributions of the varying parameters. A subset of“corners”, each representing a setting

of the varying parameters, is carefully chosen, and timing analysis is performed at these corners to

verify that the circuit meets the performance constraints.However, the number of corners required

to guarantee timing closure under all operating conditionsincreases exponentially with the number

of varying parameters. Further, such corner-based techniques lack information about the sensitivity

of the circuit delays to small perturbations in the process parameters, which is of greatest utility in

enabling the designers to fix the right set of paths.

Thus, noting the limitations of existing classes of timing analysis methodologies, we propose a

parameterized timing analysisframework as part of this thesis, in Chapter 4. Three key features

of parameterized timing analysis are:� No assumptions on the distributions of the varying parameters are made. In other words, we

only require bounds on the varying parameters.� Inaccuracies due to approximations in themax computation, as is the case with SSTA, are

eliminated by developing a framework that preserves the correctness of themax computation.� The framework enables anexactcomputation of the arrival times and slacks at every setting

of the varying parameters, thereby implying that multicorner timing analysis is a subset of

this framework.

The framework is verified on commercial 45nm (Intel) microprocessor blocks, and has proven to be

a viable alternative to current heuristic-based techniques in quantifying the robustness of the design

at any design point, and in prioritizing on the right set of paths to fix.

While the effects of process and voltage variations have previously been addressed using statisti-

cal timing analysis, and as part of our thesis using a novel parameterized timing analysis framework,

temperature variations pose yet another challenge to achieving timing closure. In particular, timing

analysis typically assumes that the cell delay decreases with increasing temperature. However, this

assumption breaks down at lower voltage operation due to theopposite effects of the mobility of

carriers and threshold voltage of transistors on the cell delays, often causing the delays to decrease

with temperature. This phenomenon is known as inverted temperature dependence (ITD) [49], or

positive temperature dependence [50,51]. A major consequence of ITD is that it makes it nontrivial
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to determine the temperature that results in the delays being maximized (or minimized). Our pro-

posed parameterized timing analysis framework, as described above, assumed linear variations of

the delay with temperature. Therefore, it cannot model temperature variations due to the fact that

the delay can now vary nonmonotonically with temperature. Corner-based techniques must accord-

ingly be modified to consider the fact that the temperature that maximizes the delay of the circuit

can occur anywhere within the bounds given by [Tmin; Tmax]. Accordingly, Chapter 4 of this thesis

also presents a framework to handle mixed temperature dependence in timing analysis. The delay

variation of a library gate-timing arc as a function of temperature is modeled, using enumerated and

quadratic models. Temperatures of blocks on a chip are then determined subject to spatial, thermal,

and power constraints, such that the delays of the critical paths are maximized. This approach is

then compared with a pessimistic “worst-case” approach that fails to account for such constraints,

and merely determines the maximal delay of each gate on the critical path, across all temperatures.
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Chapter 2

NBTI Modeling
In this chapter, we present the detailed analysis of an analytical model for Negative Bias Temper-

ature Instability (NBTI), and also determine the impact of signal probabilities (SP) of the various

nodes in the circuit on its delay degradation numbers. Section 2.1 provides a detailed description

of the Reaction-Diffusion (R-D) model that explains the NBTI action. The R-D model is used to

derive a multicycle model that can estimate the number of interface traps as a function of the time

of stress (and recovery). A simplified expression to determine the threshold voltage degradation of

a PMOS transistor is also developed. Frequency independence of interface trap generation is also

proved analytically for the first time, in Section 2.2.

While the above work provides a simple means to quantify the impact of NBTI on digital cir-

cuit degradation, the limitations of the multicycle model in Section 2.1 are detailed in Section 2.4.

In this regard, we first sketch an outline for the basic requirements of any NBTI model in Sec-

tion 2.4.2, based on observations from a wide realm of experimental data. Further, most of these

models assume that the oxide thickness (dox) is infinite, which is particularly not valid in sub-65nm

technologies, wheredox is of the order of a nanometer.

Accordingly, we propose an R-D based model for NBTI that doesnot consider the oxide to be

infinitely thick. Section 2.5 describes the modifications tothe R-D model equations for the infinitedox case in Section 2.1.1, and presents a solution to the first stress phase, or the DC stress case of

NBTI action. In Section 2.6, we outline a numerical simulation framework for the first stress and

recovery phases, thereby showing the origin for some of the key drawbacks of the R-D based model

in [13], as well as highlighting the role of finite oxide thickness in long term recovery. Section 2.7

then provides a detailed derivation of the model for the firstrecovery phase. Simulation results

and comparison with experimental data are shown in Section 2.8. We use the stress and recovery

models derived for a single stress and relaxation phase, andextend this to a multicycle framework

in Section 2.9.

The results show that the model can resolve several inconsistencies, noted with the reaction-

diffusion theory for NBTI generation and recombination, asobserved in [5, 21–23]. Further, the

model can also explain the widely distinct experimentally observed results in [5,34,35]. It must be
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noted that although a two-region model has been proposed in [19, 20], our work not only improves

upon the drawbacks in [20], but also provides a satisfying explanation for using such a model.

Besides the actual analytical modeling and the framework for estimating the degradation of digital

circuits, our contribution also involves providing a better understanding of the empirical constant�,
as used in [13], and has been misinterpreted as being universal.

2.1 An Analytical Multicycle Model for NBTI

The Reaction-Diffusion model was first used in [14] to physically explain the mechanism of neg-

ative bias stress (NBS) in p-channel MOS memory transistors, based on the activation energy of

electrochemical reactions. Several years later, a detailed mathematical solution to the R-D model

was presented by [15], considering an infinite oxide thickness case, as well as a finite oxide thick-

ness case, in which polysilicon was assumed to be a perfect absorber. Subsequently, [13,16,17,52]

have used the R-D model to describe the NBTI effect in presentday PMOS devices. The analyti-

cal model for NBTI in [13] by Alam, provides a simple means to estimate the number of interface

traps for a single stress phase, followed by a relaxation phase only, under the assumption of infinite

oxide thickness. A numerical simulation based model is usedto extend the results to a multicycle

simulation.

However, this work presents an accurate analytical model that is simple and can allow the sim-

ulation of NBTI effects in a computationally efficient manner. Further, our model captures the

recently observed shift in time dependence of NBTI fromt 14 to t 16 [52]. Unlike [37], we consider

the fact that the threshold voltage can recover back partially during annealing, and incorporate these

into the calculations. We also mathematically prove (for the first time), the observed phenomenon

of frequency independence for periodic square waveforms [2, 13, 52–55] and use this to efficiently

compute the total amount of degradation of threshold voltage for a PMOS transistor based on the

amount of time it is stressed and relaxed.

In this section, we describe the framework of the Reaction-Diffusion (R-D) model, used to

develop an analytical model for NBTI action. The R-D model issolved assuming that alternate

periods of stress and relaxation, each of equal duration� , are applied to the gate of a PMOS device,

whose source and bulk are tied toVdd, as shown in Fig. 2.1. It must be noted that the derivation
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is valid, with minor changes in the limits of integration, for any arbitrary sequence of stress and

relaxation. However, since the special case of a square wave-like sequence of “alternating” stress

and relaxation (also called AC stress in the NBTI literature) is frequently used in experimentation,

we consider this case.

G

D

S

B

CYCLE 2

R S R S RS

CYCLE 1

0

VddVin Vdd
CYCLE n� 2� 3� 4� (2n� 1)� t

Vin
2(n� 1)�

Figure 2.1: Input waveform applied to the gate of the PMOS transistor to simulate alternate stress
(S) and relaxation (R) phases of equal duration� .

2.1.1 Reaction-Diffusion (R-D) Model

The R-D model is used to annotate the process of interface trap generation and hydrogen diffusion,

which is governed by the following chemical equations:

Si� H + h+ ! Si+ + H

H + H ! H2 (2.1)

where the holes in the channel interact with the weak Si-H bonds, thereby releasing neutral hydrogen

atoms, and leaving behind interface traps. Hydrogen atoms combine to form hydrogen molecules,

which diffuse into the oxide.

According to the R-D model, the rate of generation of interface traps initially depends on the

rate of dissociation of the Si-H bonds (which is controlled by the forward rate constant,kf ) and the

local self-annealing process (which is governed by the reverse rate constant,kr). This constitutes

thereaction phasein the R-D model. Thus, we have:dNITdt = kf [N0 �NIT ℄� krNITN0H (2.2)
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whereNIT is the number of interface traps,N0 is the maximum density of Si-H bonds andN0H is

the density of hydrogen atoms at the substrate-oxide interface. After sufficient trap generation, the

rate of generation of traps is limited by the diffusion of hydrogen molecules1. The rate of growth of

interface traps is controlled by the diffusion of hydrogen molecules away from the surface based on

the equation: dNITdt = �NH2 (2.3)

where�NH2 is the flow of diffusion ofH2 from the interface to the oxide. At the interface, it follows

the equation: dNITdt = �DoxdNH2dx (2.4)

while the diffusion of hydrogen into the oxide is given by:dNH2dt = Doxd2NH2dx2 (2.5)

whereNH2 is the concentration of hydrogen molecules at a distancex from the interface at timet,
(whileN0H2 , at the substrate-oxide interface)2, andDox is the diffusion coefficient. This constitutes

the diffusion phase in the R-D model. In order to find a coupling relation betweenN0H in the

reaction-phase equation in (2.2) andN0H2 in the diffusion-phase equation, we use the mass action

law: N0H2 = kH(N0H)2 (2.6)

since two hydrogen atoms can combine to form a hydrogen molecule with the rate constantkH
[52,56].

2.1.2 Solution to the Reaction Phase

During the initial reaction phase, the concentration of hydrogen atoms and interface traps are both

very low, and there is virtually no reverse reaction. Hence,the number of interface traps increases

1Initial works assumed diffusion of hydrogen atoms, although it is now widely conjectured that
hydrogen molecular diffusion occurs [2,3,52].

2We will representN0H2(t) andN0H(t) asN0H2 andN0H , respectively, except in cases where the
the value oft is not obvious within the context.
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with time linearly as: NIT (t) = kfN0t (2.7)

The linear dependence ofNIT on timet correlates with results from numerical simulations in [2,56].

This process lasts for a very short time (around 1ms). Gradually, the process of interface trap

generation begins to slow down due to the increasing concentration of hydrogen molecules, and

the reverse reaction. The process then attains a quasi-equilibrium [57], and subsequently becomes

diffusion limited.

Fig. 2.2 shows results from our numerical simulation setup (described later on in Section 2.6),

showing the three regimes namely:

1. Reaction phase which lasts less than a millisecond, during whichNIT increases linearly with

time, as seen from Fig. 2.2.

2. Quasi-equilibrium phase during which the interface trapcount does not increase.

3. Rate-limiting diffusion phase during which the mechanism is diffusion limited.
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N IT Reaction dominated
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Figure 2.2: Results of numerical simulation showing the three regimes of interface trap generation,
during the DC stress phase.

The reaction phase is ignored in the final model, for reasons that will become apparent at the

end of Section 2.1.4.
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2.1.3 Diffusion Phase

During this phase, the diffusion of hydrogen molecules becomes the rate limiting factor. Since

the number of interface traps now grows rather slowly with time, the left hand side in (2.2) is

approximated as zero. The initial density of Si-H bonds is larger than the number of interface traps

that are generated, so thatN0 � NIT � N0. This leads to the following approximation for the

reaction equation: kfN0kr � NITN0H (2.8)

We now solve the R-D model for the specific case of a square waveform, as shown in Fig. 2.1,

applied to the gate of a PMOS device whose source is atVdd. Four different cases arise in the

model, namely the first stress phase, which occurs from timet = 0 to � , (t = 0 corresponds to the

time at which stress is first applied, and the device is unstressed for allt < 0), the first relaxation

phase which occurs from time� to 2� , the second and subsequent stress phases, and the second and

subsequent relaxation phases. The varying physical mechanisms and the boundary conditions in

each of these phases, as well as the dependence on history effects require them to handled separately.

Our analytical solution for the first stress and relaxation phases is largely consistent with [13,16,17].

The extension of the analytical model to the subsequent stress/relaxation phases, is an entirely new

contribution of this work.

2.1.4 First Stress Phase

The first stress phase occurs from timet = 0s to� , as indicated in Fig. 2.1. During this stage, the

PMOS device is under negative bias stress, and hence, generation of interface traps occurs. The first

stress phase occurs from timet = 0s to � , as indicated in Fig. 2.1. During this stage, the PMOS

device is under negative bias stress, and hence, generationof interface traps occurs.

The number of interface traps increases with time rapidly initially, as given by (2.7), before

reaching quasi-equilibrium, and eventually the mechanismbecomes diffusion-limited. At this point,

the rate of generation of hydrogen is rather slow, and therefore, diffusion within the oxide, described

by (2.5), can be approximated as: Doxd2NxH2(t)dx2 = 0 (2.9)
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Figure 2.3: Diffusion front for the first cycle: (a) shows thecross section of the PMOS transistor:x > 0 in the direction of the oxide. (b) shows the front at timet = 0, and the hydrogen concentration
is 0. (c)-(e) show the front during the first stress phase. (f)shows the front during the first recovery
phase, indicating the decrease in the peak of the hydrogen density at the interface fromN0H2 toN�H2 .
(g) shows the front at the end of first recovery phase.

This implies thatNxH2(t) is an affine function ofx, wherex is the extent to which the front has

diffused at a given timet. The diffusion front can be approximated as shown in Fig. 2.3, which

plots the diffusion front at various time points, during thediffusion process. The concentration of

hydrogen molecules is highest (N�H2), at some�, close to the interface, where the traps are gener-

ated, and gradually decreases as hydrogen diffuses into theoxide, as illustrated in Fig. 2.3(c). This

can be easily approximated as a right angled triangle as shown in Fig. 2.3(d), where the hydrogen

concentration at the interface isN0H2 , and is zero at a point known as thediffusion front, which we

will denote asxd(t): this is the extent to which the diffusing species has penetrated the oxide at timet3. Therefore, we have dNH2dx = � N0H2xd(t) (2.10)

andNxH2(t) = N0H2 � " N0H2xd(t)#x (2.11)

3This is consistent with the right half of Fig 4a in [13]: the curve there looks (deceptively) more
rounded, but this is because the y-axis is on a log scale, and on a linear y-axis, the triangle is a
reasonable assumption. The reason why the hydrogen concentration is 0 atx = 0, is given by the
Reaction-Diffusion equation.
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Due to the one-one correspondence between the interface traps and theH2 species, the total density

of interface traps must equal the total density of hydrogen in the oxide. Therefore,NIT (t) = Z x=xd(t)x=0 NxH2(t)dx (2.12)

The value of the above integral is simply the area of the triangle enclosed by the diffusion front in

Fig. 2.3(d). Thus, we have: NIT (t) = 12N0H2xd(t) (2.13)

The above equations can be expressed equivalently in terms of N0H using (2.6) and the fact that the

number of hydrogen atoms is twice the number of hydrogen molecules. Hence,NIT (t) = 2Z x=xd(t)x=0 kH �(N0H)2 � �(N0H)2xd(t) �x� dx= kH(N0H)2xd(t) (2.14)

The approximation comes about because the reaction rate is fast enough that uncombinedN0H are

sparse: this is supported by the fact that practically, diffusion is seen to be due toH2 and notH.

The above equation relates the number of interface traps to the number of hydrogen species at the

interface. We may now substitute (2.14) in the LHS of (2.4), and (2.10) in the RHS of (2.4), and

further use (2.6) to obtain: kH(N0H)2dxd(t)dt = Dox kH(N0H)2xd(t)
i.e.,xd(t)dxd(t) = Doxdt (2.15)

Integrating this, we obtain: xd(t) =p2Doxt (2.16)

and using this in (2.14), we get:NIT (t) = kH(N0H)2p2Doxt (2.17)
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Finally, we substitute the above relation in (2.8) to obtain:NIT (t) = �kfN0pkHkr � 23 (2Doxt) 16 = kIT (2Doxt) 16 (2.18)

wherekIT = �kfN0pkHkr � 23
.

At t = � , NIT (�) = kIT (2Dox�) 16 , and the diffusion front is as shown in Fig. 2.3(e).

It must be noted that we ignore the reaction phase equation given by (2.7), which captures the

rapid initial rise in the number of interface traps. Fig. 2.2shows the extrapolated shape of the curve

(using dotted lines) from a numerical simulation, for the case where the reaction phase is ignored in

the model, and merely the diffusion phase is considered. Theresults show that ignoring the reaction

and equilibrium phases leads to an underestimation inNIT initially, as shown in Fig. 2.2. However,

the mechanism is clearly diffusion limited, and we are interested in determining the impact of NBTI

after a few years of operation. Hence, an underestimation inthe number of interface traps for up to

1s does not affect the overall accuracy of the model, or the long-term shape of theNIT curve.

2.1.5 First Recovery Phase

Let us model the events at the interface as a superposition oftwo effects: “forward” diffusion, away

from the interface, and “reverse” diffusion, toward the interface; the latter anneals the interface

traps. During this condition, the diffusion of existing species continues asx(t+ �) and the peak of

the diffusion front decreases fromN0H2 to someN�H2 , as shown in Fig. 2.3(f)-(g). The reason for

the reduction in the peak of the hydrogen species can be explained as follows: Due to the annealing

of traps (also known asbackward diffusion), some of the Si-H bonds are formed again, causing

a decrease in the density of H2 species, and thereby, a net reduction in the height of the triangle.

Further, the net area under the triangle (= number of interface traps), shown by the shaded region

in Fig. 2.3(f), is lower than that in Fig. 2.3(e). Since hydrogen continues to diffuse into the oxide,

the base of the triangle in Fig. 2.3(f) is longer than that in Fig. 2.3(e), implying that the peak of the

front at the interface must reduce.

We may think of the hydrogen concentration as a triangle thatis almost right angled: at time(� + t), it goes from 0 atx = 0, toN�H (� + t) atx = �, for some small value of�, and then to 0
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again atx = x(� + t).
Using the same notation as [13], page 3:dNITdt � 0 = �kr(N0IT �N�IT )(N0H �N�H) (2.19)

Since the residual number of interface traps,(N0IT �N�IT ), is significantly larger than zero, it must

mean that the residual hydrogen concentration at the interface,(N0H �N�H) must be near-zero.

Denoting the number of annealed traps asN�IT (�+t), we can express the net number of interface

traps during the relaxation phase as the original number of traps, minus the number of annealed

traps: NIT (� + t) = NIT (�)�N�IT (� + t) (2.20)

The number of interface traps annealed due to backward diffusion [13] can be expressed as:N�IT (� + t) = 12N�H2p�2Doxt (2.21)

Intuitively, this can be considered to be equivalent to a triangle whose height is given byN�H2 and

the backward diffusion front beginning at time� is given by somex�(t) = p�2Doxt, where�
indicates the nature of backward diffusion [13] (two-sidedor one-sided). Theoretically,� = 0:5 for

double-sided diffusion, where as empirically, its value isreported to be around 0.58. Based on the

argument in the previous section, the total number of interface traps is given by the area enclosed

under the triangle in Fig. 2.3(f) and can be easily approximated (since� � 0) as:NIT (� + t) � 12N�H2(� + t)x(� + t) (2.22)

From (2.21) and (2.22), we haveN�IT (� + t) = NIT (� + t)x(� + t) p�2Doxt (2.23)
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From (2.20) and (2.23), we haveNIT (� + t) = NIT (�)� NIT (� + t)x(� + t) p�2Doxt (2.24)

Substituting forx(t+ �) from (2.16), and re-arranging some terms, we getNIT (� + t) = NIT (�)1 +q �t�+t (2.25)

For small values oft, for the case of double sided diffusion, where� = 0:5, using the ap-

proximation 11+x � 1 � x, this matches the formula in [13]. However, fort = � , this givesNIT (2�) = 23NIT (�) instead ofNIT (2�) = 12NIT (�), as in [13]. This value is consistent with

Fig. 20 of [2], which shows the value ofNIT going down to about23 of its peak value during re-

covery. Further, att = � , the approximation used in [13] is not valid, and hence we use(2.25) for

modeling the recovery phase.

2.1.6 Second and Subsequent Stress Phases

For the second and subsequent stress phases, it is importantto take into account the boundary

conditions that result from the previous stress and relaxation phases. For example, if the first stress

phase is much longer than the first recovery phase, there is practically no recovery, and a second

stress phase is virtually equivalent to applying a continuous stress: as we will see, our derivation

will provide correct solutions under this and other cases.

At the end of the first recovery phase, the total number of interface traps isNIT (2�) = 23NIT (�).
In addition, new traps are generated under stress. During the recovery phase, the peak value,N�H2 is

reduced fromN0H2(�) (Figs. 2.3(e) and 2.4(b)), but this rapidly recovers back, during the next stress

phase. The recovery phase effectively sets back the degradation phase to an earlier time,teff, as the

point that satisfies the equation:NIT (2�) = 23kIT (2Dox�) 16 = kIT (2Doxteff) 16 (2.26)

It is easy to see that the solution to this isteff = (23 )6� . This corresponds to a neweffective location
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of the diffusion front,xeff (Fig. 2.4(c)), given by:xeff(2�) = �23�3p2D� (2.27)
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Figure 2.4: Diffusion front for the second cycle of stress and recovery: (a) shows the cross section
of the PMOS transistor.x is positive for diffusion occurring into the oxide. (b) indicates the front
at the end of the first relaxation phase. (c) shows the equivalent front at timet = 2� , where the
effective diffusion front is atxeff(2�), and the hydrogen concentration calculated accordingly. (d)-
(e) show the front during the second stress phase. (f) shows the front during the second relaxation
phase, indicating the decrease of hydrogen concentration at the interface fromN0H2 toN�H2 . The tip
of the diffusion front is now at somex(3� + t). (g) shows the front at the end of second relaxation
phase.

Diffusion now continues beyond this point as shown in (Fig. 2.4(d)-(e)) and the location of the

diffusion front is found by integrating (2.15) from time2� to 2� + t, given the initial conditionxd(2�) = xeff(2�): xd(2� + t) =q2Doxt+ x2eff(2�)2 (2.28)
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Therefore, from (2.27) and (2.28),xd(2� + t) = 2vuut2Dox t+�23�6 �! (2.29)

and NIT (2� + t) = kH(N0H)2xd(2� + t)= (N0H)2vuut2Dox t+�23�6 �! (2.30)

A similar analysis as in Section 2.1.4 can be applied to substitute this in (2.8) to obtainNIT (2� + t) = kIT (2Dox�) 16  t� +�23�6! 16=  t� +�23�6! 16 NIT (�) (2.31)

At t = � , we haveNIT (3�) = (793729 ) 16NIT (�). Defining sk as the “scaling factor,” relative toNIT (�) at timek� , (i.e.,sk = NIT (k�)NIT (�) ), we haves3 = (793729 ) 16 . The derivation for the subsequent

stress phases is elucidated in Appendix A. The total number of interface traps during the(k + 1)th
stress phase, from time2k� to (2k + 1)� , is given by:NIT (2k� + t) =  t� +�NIT (2k�)NIT (�) �6! 16 NIT (�) (2.32)NIT ((2k + 1)�) = �1 + s62k� 16 NIT (�) (2.33)

Using thesk notation as defined above, (i.e.,s2k+1 = NIT ((2k+1)�)NIT (�) ), we can write:s2k+1 = �1 + s62k� 16 (2.34)

2As a sanity check, it is rather simple to see that if the first recovery phase were replaced by a
continuation of the stress, thenxeff(2�) would be2pDox� , leading to the expected result,xd(2� +t) =p2Dox(2� + t).
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2.1.7 Second and Subsequent Recovery Phases

The analysis of the second and subsequent recovery phases isvery similar to the first recovery phase,

since the hydrogen front diffuses in an identical manner as that in the first recovery phase (Figs. 2.3

(f)-(g) and 2.4 (f)-(g)). The detailed derivation for this case is presented in Appendix A. Thus, we

can determine the number of interface traps during recovery, in thekth cycle, (i.e., time(2k � 1)�
to 2k� ) using the equation:NIT ((2k � 1)� + t) = NIT ((2k � 1)�) +NIT ((2k � 2)�)q �t�+t1 +q �t�+t (2.35)

At t = � , we have NIT (2k�) = 23NIT ((2k � 1)�) + 13NIT (2(k � 1)�) (2.36)

Using thesk notation as defined in the previous section, (i.e.,s2k = NIT (2k�)NIT (�) ), we can write:s2k = 23s2k�1 + 13s2k�2 (2.37)

The analytical solution of the R-D model for the first two cycles is plotted in Fig. 2.5. The

curve marked as “DC stress” corresponds to the case where thedevice is stressed continuously,

while “AC stress” corresponds to the case, as shown in Fig. 2,i.e., stress and relaxation applied

alternatively. Expectedly, the values for the AC stress case are lower than that for the DC stress case,

due to recovery. Further, the simulation values are compared with the experimental data shown in

circles (obtained from Fig. 20 of [2]). Our simulation results for the AC stress case, match with

the experimental results, thereby validating the correctness of our analytical solution. Although the

exact shape of the waveform may not perfectly correlate withthe experimental results, the values

at the end of the stress and the relaxation phases closely match the experimental data, and hence

captures the overall transient NBTI-action effectively.
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Figure 2.5: Analytical solution to the R-D model for the firsttwo cycles and comparison with
experimental data from [2].

2.1.8 Overall Expression

In general, we may writesk = NIT (k�)NIT (�) , for even or odd values ofk, (i.e., for the alternate stress or

recovery phases of equal duration� ) as:

sk = 8>>>>>><>>>>>>: 0 k = 01 k = 1(1 + s6k�1) 16 k > 1, k odd23sk�1 + 13sk�2 k > 1, k even

(2.38)

These values can be plotted as shown in Fig. 2.6(a). Since thedata is plotted for a large number of

cycles, the stress and relaxation transients are not easy todiscern, and the AC stress curve appears

to be smooth.

2.1.9 Threshold Voltage Degradation

The generation of interface traps due to NBTI causes a shift in the transistor threshold voltage, given

by [37] as, �Vth = �(m+ 1)qNITCox (2.39)

wherem is a measure of the additionalVth degradation caused due to mobility degradation [8].

Thus, the effect ofNIT onVth is linear in nature. The threshold voltage is plotted for thefirst four
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phases (first and second stress and relaxation phases) of an AC stress case, and also for the DC

stress case in Fig. 2.6(b). The shape of the plot is similar tothat seen in [8, 13, 55, 58], all of which

use numerical solutions to estimate the extent ofVth shift.
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Figure 2.6: Simulation results showingNIT andVth for DC stress and AC stress.

While the analysis of the R-D model has been derived using thet 16 case of neutralH2 species

diffusion, a similar analysis has been carried out for thet 14 case of neutralH diffusion, and the key

results are shown in Appendix B.

2.2 Frequency Independence

An important requirement of any physical model for NBTI [13]is that it should be able to explain the

phenomenon of frequency independence, observed over a widerange of frequencies [2,13,52–55].

Frequency independence implies that for any two periodic waveforms with frequenciesf1 andf2,
and the same duty cycle, the number of interface traps generated at any timet, such thatt� 1f1 andt� 1f2 , is the same.

The concept of frequency independence has been demonstrated through experiments using pe-

riodic square waveforms of different frequencies. Although, the exact range of frequencies over

which this phenomenon holds good is still not very clear, some form of frequency independence is

widely observed in the 1Hz - 1MHz range [13, 59] and has recently been shown to exist over the

entire range of 1Hz - 2GHz in [60]. We first verify this numerically for three frequencies (0.1Hz,
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1Hz, and 10Hz) by measuring the threshold voltage (equivalent to number of interface traps) after

1000s. The values are computed using the expressions derived for sk, from (2.38). The extent ofVth
degradation for the three curves after 1000s, plotted in Fig. 2.7 is the same, thereby demonstrating

the ability of our model to demonstrate frequency independence.
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Figure 2.7: Curve showingVth degradation for DC case and 3 different AC frequencies (10Hz, 1Hz,
and 0.1Hz).

We now provide a mathematical proof for the special class of periodic waveforms, namely

square waveforms which are widely used in NBTI-experiments. Consider two square waveforms A

and B, as shown in Fig. 2.8. Let the time period (T ) of A be denoted as�1, while the time period

of B is �2. The duty cycle of both these waveforms is 50%, (i.e., on time= off time = T2 ). Let

these waveforms be applied to the PMOS device separately, upto a certain timet, such thatt is a

large integral multiple of�1 and�2. In other words,t = k1�1 = k2�2, k1 andk2 being sufficiently

large. Further, let�1 < �2, and hencek1 > k2. Let the number of interface traps after timet for the

two cases be denoted asNIT (�1k1) andNIT (�2k2), respectively. By “frequency independence”,

we imply: NIT (t) = NIT (�1k1) = NIT (�2k2) (2.40)

The above equation can be proved (2.40) mathematically using the expressions forsk, developed
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t = �1k1

�2
�1

Figure 2.8: Figure showing two square waveforms with different time periods but the same duty
cycle (50%).

in the previous section. From (2.38), we have:s6k = s6k�1 + 1sk�1 = 23sk�2 + 13sk1�3s6k�2 = s6k�3 + 1 (2.41)

The above set of equations can be simplified to obtain a relation for large values of k as:s6k � s6k�2 + 23 (2.42)

The proof of the above approximation is shown in Appendix C. From (2.42), for somem < k, we

can write s6k � s6m + 23 (k �m)2 : (2.43)

Choosingk ask1 or k2, andm = 0, and using the fact thats0 = 0, we can writes6k1 � k13 , ands6k2 � k23 , which implies: �sk1sk2�6 � k1k2 (2.44)

Now, we can writeNIT as:NIT (t01k1) = sk1NIT (t01) = sk1kIT (2Doxt01) 16 (2.45)NIT (t02k2) = sk2NIT (t02) = sk2kIT (2Doxt02) 16 (2.46)
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and therefore, NIT (t01k1)NIT (t02k2) = sk1sk2 � t01t02� 16
(2.47)

Using (2.42), the above equation can be re-written as:NIT (t01k1)NIT (t02k2) � �k1k2�16 � t01t02� 16
(2.48)

Sincet01k1 = t02k2, we haveNIT (t01k1) = NIT (t02k2) = NIT (t):
Thus, the phenomenon of frequency independence is proved for square waveforms.

Although we have proved frequency independence only for thespecial case of square waveforms

here, the same is also true for rectangular waveforms, wherethe time of stress and the time of

relaxation in any given cycle may not be the same. The proof works in a similar manner, and is

omitted due to space constraints. The result of this proof however, is used in the next section to

efficiently simulate the impact of NBTI on digital circuits.

2.3 Signal Probability and Activity Factor Based Solution to the R-D

Model (SPAF method)

While the impact of NBTI has been analyzed for a square wave, such waveforms are rarely seen in

digital circuits, due to the random distribution of node probabilities. We now present a method to

estimate the NBTI-inducedVth degradation of a PMOS device, when a random aperiodic waveform

is applied to its gate. This method, which we call the SPAF (Signal Probability and Activity Factor)

method, is based onsignal probability(SP), i.e., the probability that the signal is at logic high,and

activity factor(AF), i.e., the probability that a node toggles every phase,with respect to a reference

clock. We first explain the underlying idea behind the SPAF method using simple square waveforms.
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2.3.1 AF Independence and SP Dependence of Trap Generation

In this subsection, we show that the extent of trap generation is independent of the activity factor

(AF) of the signal and depends on the signal probability only(SP). We first elucidate this using two

periodic square waveforms of different frequencies.

Let us consider two square waveforms of frequencies, sayf1 =1Hz andf2 = 100Hz. Com-

paring the two waveforms with a reference clock off = 100Hz, the activity factors (AF) and

signal probabilities (SP) of these waveforms over a period of time can be computed as: AF1 = 0.01,

AF2 = 1, SP1 = 0.5, and SP2 = 0.5. Using (2.40), it can be seen that the interface trap density,

calculated at some large timet, is the same for both these waveforms. Hence, we conclude that the

amount of trap generation for any two waveforms with identical signal probabilities is independent

of their activity factors. Intuitively, this is true because for the signal with a higher activity factor,

although fewer traps are generated in each cycle, there are larger number of cycles, thereby leading

to the same number of interface traps. However, the dependence of the trap generation on the signal

probability (for two waveforms with equal time period) is rather obvious, since higher on-times

imply larger amounts of stress, and lower amounts of recovery. As seen in Fig. 2.9, four waveforms

with the same frequency and different stress duty cycles4 (0.25, 0.5, 0.75, and 1) are considered and

the amount of trap generation is plotted for 1000 cycles. Expectedly, there is considerable difference

in the final values of the four curves.
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Figure 2.9: Signal probability dependence of trap generation shown for four waveforms of equal
frequency but varying off-time duty cycles.

4Since a PMOS device is under stress when the signal is a logic zero, and signal probability is
defined as the probability that the signal is a logic high, stress duty cycle = 1-SP.
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2.3.2 SPAF Method

The SPAF method helps convert a random aperiodic signal to anequivalent waveform based on its

statistical information (SP). Such a transformation is essential in order to perform temporal simu-

lation of circuits, since the exact input waveforms cannot be determined. Since the interface trap

density is independent of the AF of a signal, the crux of the SPAF method is to statistically compute

only the signal probabilities of any given node over a large period of time (say� 10000 cycles).

The SP information can now be used to compute an equivalent rectangular pulse with the same

SP value. Such a transformation is equivalent to representing a 100Hz square waveform by a 1Hz

square waveform for instance, both of which have the same SP.The validity of this transforma-

tion is based on the frequency independence property provedin the previous section, since both

these waveforms generate the same number of interface traps. The reconstructed waveform is now

assumed to repeat periodically, and the total number of interface traps generated by this periodic

signal is computed by simply modifying the expressions derived forsk, outlined in Section 2.1.8.

Let the total time period of this new waveform bek cycles, such that it is low form cycles and

high for k �m cycles (Fig. 2.10). Letn indicate the number of such periods, each of durationk.

We can determine the number of interface traps generated, using (2.32) and (2.35), for the stress

and the relaxation phases respectively. Using thesk notation, these can be simplified as:snk+i = 8>><>>: (i+ s6kn) 16 nk < i � nk +msnk+m+snk� i2(m+i)�0:51+� i2(m+i)�0:5 nk +m < i � (n+ 1)k (2.50)

It must be noted that (2.38) can be obtained as a special case of (2.50) by usingk = 2 andm = 1.

The SPAF method of equivalent waveform construction is verified for two random waveforms

of SP = 0.25 and SP = 0.75. It must be noted that the stress probability of the PMOS transistor

is equal to (1-SP), since the PMOS device is under stress whenthe signal is a logic zero. The

samples are accumulated over 10000 cycles. Equivalent rectangular pulse waveforms withk = 100
cycles, andn = 100 cycles are reconstructed. The total number of interface traps are calculated

at the end of 10000 cycles, using (2.50). The results, plotted in Fig. 2.11, show the same amount

of trap generation for the actual waveform (Monte-Carlo simulation) and the SPAF method based
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Figure 2.10: SPAF method to convert a random waveform to a periodic rectangular waveform with
equivalent stress duty cycle.

solution. Thus, the SPAF method of equivalent waveform construction is validated. The SPAF

method can reduce a random aperiodic waveform to an equivalent simple periodic waveform, and

hence, can decrease the amount of computation, without lossof accuracy. This helps is performing

quick simulations in a computationally efficient manner, asdescribed in the next section.
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Figure 2.11: Simulations for 25% and 75% duty cycle waveforms showing the validity of the SPAF
method.

The SPAF method is used in Section 3.1 during BTI-aware timing analysis, to determine the

impact of NBTI on the asymptotic transistorVth degradation, during high frequency operation.
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2.4 Limitations

The analytical model for NBTI described in the previous section does not provide a good fit with

experimental data, particularly during the recovery stage, as can be seen from Fig. 2.5. Experiments

in [5,21–23,34,35] show rapid recovery inVth during the initial few seconds of recovery, as well as

a higher fractional recovery (than the 33% as seen in Fig. 2.5, and 50% as predicted by the analytical

model in [13]). The amount of fractional recovery is shown todepend on the thickness of the oxide,

in [3], while the model presented in Section 2.1 is based on the assumption that the oxide thickness

is infinite (or equivalently that there is no difference in the diffusion constant of hydrogen in the

oxide or in polysilicon). However, the authors in [3] show that is significantly higher in the oxide

than in polysilicon, thereby implying that a model for NBTI must consider the impact of finite oxide

thickness.

Subsequent analytical models for NBTI have tried to addressthe issue of obtaining a better fit

with experimental data, particularly during the beginningof the recovery phase, as well as capturing

the impact of finite oxide thickness. In particular, the workin [20, 61, 62] attempts to incorporate

the effects of finite oxide thickness, and the differing rates of diffusion of H2 in oxide, and poly,

and thereby provides a comprehensive multicycle model. Thework in [20] concurs with our work

in Section 2.2 in showing frequency independence analytically. The model provides an excellent

fit with experimental data from [3], and shows more recovery for a higherdox value, which is

consistent with experimental observations in [3].

However, the value of� in the model in [20] is deemed to be universal, and this can lead to unex-

pected results as follows. For instance, the recovery phaseof the model in [20] for thedox = 1.2nm

case is examined, for a single stress phase of 10000s, followed by continuous recovery for a long

period of time. It is expected that the amount of recovery must continue to increase, with time,

leading to near complete recovery at infinite time [63]. However, an evaluation of the model shows

that the recovery curve reaches a minimum at around 40000s, and continues to increase beyond that

time. A similar behavior is seen for thedox = 2.2nm case, with the minimum occurring at around

20000s, and the deviation from the minimum value is larger here. This may lead to unexpected be-

havior, and the minimum may shift toward a lower time point, for lower stress periods, and higher

oxide thicknesses.
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The work in [64] considers two separate models for dynamic and static NBTI stress, with the

dynamic stress model showing lower amount of threshold voltage degradation after 1/10 years of

operation, due to the effect of recovery. TheVth degradation expectedly increases as a function of

input duty cycle, and the shape of the curve is similar to thatin Fig. 3.2. However, the model has a

severe limitation in that theVth value for input duty cycle = 1.0 is much lower than the corresponding

value for static NBTI: since dynamic NBTI with a 100% stress is equal to static NBTI, it is expected

that the two values match, and that the dynamic NBTI curve converge with the static NBTI value.

However, this drawback represents an underestimation in the impact of dynamic NBTI particularly

at transistor degradation probabilities in the range of [0.9-1.0]. Subsequent, savings obtained with

IVC (input vector control) as shown later on in [64], is partly due to this inherent discrepancy in the

modeling itself, as opposed to the novelty of the scheme.

2.4.1 A Note on OTFM and UFM Techniques and Validity of the R-DTheory

Two current state-of-the-art techniques to measure the impact of NBTI on Vth during recovery

include OTFM (On-the-Fly Measurement) which estimates�Vth by measuringj�IdId0 j, and UFM

(Ultra-FastVth Measurement) which estimates the intrinsic NBTI andVth degradation directly.

UFM-based techniques, which can measure theVth degradation during the recovery phase, within

1�s after removal of the stress, have been employed in [22, 23].Experimental results show that

there is a uniform recovery ofVth during the relaxation phase, with an almost identical amount

of fractional recovery in every decade. Subsequently, [21,23] show results comparing the large

differences between an R-D theory-based model for recovery, and the experimental data, suggesting

that the R-D mechanism does not provide a satisfactory explanation for the physical action during

recovery. Further, [21] explains the various drawbacks of the R-D theory-based analytical model

proposed by Alam in [13], such as:

1. 50% recovery inVth predicted after� seconds of recovery, following� seconds of stress, irre-

spective of the value of� , whereas experimental results show a dependence on� , particularly

with smaller values of� producing larger fractional recovery.

2. Numerical simulations of the R-D model predict 100% recovery, whereas [13] predicts only

around 75% recovery, ast!1.
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3. Poor fit during the beginning of the recovery phase (t� � ), and fort� � .

The authors in [21] hence propose a dispersive transport based model for trap generation and

recovery. Further, the works in [25, 28, 29, 65] support a bulk trapping-detrapping based model,

instead of a reaction-diffusion based model. However, [32]distinguishes the gate dielectrics into

two types (Type I and Type II) depending on whether they are PNO (plasma nitrided oxides) or

TNO (thermal nitrided oxides), and explains the discrepancy between the bulk trapping and the R-

D models, for each of these types. Recently, [66] highlightsthe differences between an OTFM and

a UFM-based technique for analyzing the impact of NBTI. The above work also shows that the R-D

theory is consistent with the experimental results obtained using OTFM techniques, and the log-

like recovery (equal recovery in every decade) observed in [22,23] is consistent with a UFM-based

technique. The authors in [66] also state that the log-basedrecovery ofVth observed in [23] is due

to the inappropriate usage of the quasi-state relationship:�Vth = q�NITCox (2.51)

to ultrafast transient conditions. Further [66] explains the drawbacks in using a UFM-based tech-

nique, and strongly supports the validity of the reaction-diffusion theory for predicting the impact

of NBTI correctly.

2.4.2 Guidelines for an NBTI Model

Based on the drawbacks identified from existing NBTI models,as well as observations from several

publications such as [5,23,27], we present some key guidelines for an NBTI model as follows:

1. The model must predict that the number of interface traps increases rapidly with time initially,

as explained in [52,67], and asymptotically lead to aNIT (t) / t 16 relationship, (assuming that

the diffusing species are neutral hydrogen molecules), as experimentally observed in [2,3,9].

2. The model must be able to capture the “fast initial recovery phase” that is of the order of a

second [5], during which recovery is higher.
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3. The model must predict higher fractional recovery for a PMOS device with a largerdox, for

the same duration of stress, as observed in [3]. This is because, a largerdox implies a larger

number of fast diffusing hydrogen molecules in the oxide, and hence implies higher amounts

of annealing.

4. For an AC stress case where the stress duration is equal to the relaxation time period, the

model must predict larger fractional recovery, with lower stress times [5]. Previous works

using an NBTI model [13,19] and numerical solutions of the model in [21,23] all predict 50%

recovery, when the ratio of the relaxation time to the stresstime is equal to one, irrespective

of the actual duration of the stress time.

5. The model must predict some form of frequency independence, i.e., the number of interface

traps generated must approximately be the same asymptotically, irrespective of the frequency

of operation. Although, the exact range of frequencies overwhich this phenomenon holds

good is still not very clear, some form of frequency independence is widely observed in the

1Hz - 1MHz range [13,59] and has recently been shown to exist over the entire range of 1Hz

- 2GHz in [60].

Accordingly, we propose an R-D based model for NBTI that doesnot consider the oxide to be

infinitely thick. The results show that the model can resolveseveral inconsistencies, noted with

the reaction-diffusion theory for NBTI generation and recombination, as observed in [5, 21–23].

Further, the model can also explain the widely distinct experimentally observed results in [5, 34,

35]. It must be noted that our model is presented under the above assumption that the R-D theory

provides a valid and satisfying explanation for interface trap generation and recombination. Our

work seeks seeks to provide a better understanding of the R-Dmechanism, thereby improving upon

the drawbacks in previous (R-D based) works, as listed in thebeginning of this section. Further,

it must be noted that our goal is to build a modeling mechanismfor NBTI action that can be used

to predict the impact on the timing degradation of digital circuits after several years of operation.

Hence, a fast asymptotically accurate model, as opposed to aslow cycle accurate model that requires

extensive numerical simulations, is of utmost utility.
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2.5 Finite Oxide Based Model for NBTI Action

While Section 2.1.1 describes the R-D model equations for the infinite oxide case, the derivation is

suitably modified here, to incorporate the fact that the diffusion constant of hydrogen in the oxide

(Dox) is higher than that in polysilicon (Dp). Using Fick’s second law of diffusion, the rate of

change in concentration of the hydrogen molecules inside the oxide is given by:dNH2dt = Doxd2NH2dx2 for 0 < x � dox (2.52)

as described in (2.5) in Section 2.1.1. Similarly, the rate of change in concentration of the hydrogen

molecules inside poly is given by:dNH2dt = Dpd2NH2dx2 for x > dox (2.53)

The derivation for the reaction phase is identical to that described in Section 2.1.1. We now

rederive the model for the case where a square waveform whosestress and relaxation times are

equal to� , as shown in Fig. 2.1, is applied to the PMOS device.

The first stress phase occurs from timet = 0s to� , as indicated in Fig. 2.1. During this stage,

the PMOS device is under negative bias stress, and hence, generation of interface traps occurs. The

stress phase consists of two components, namely diffusion in oxide and diffusion in polysilicon,

leading to two analytical expressions, respectively.

Fig. 2.12 shows the evolution of the diffusion front at different time stamps. Unlike the triangu-

lar front in Fig. 2.3 for the infinitely thick oxide case, the diffusion front becomes a quadrilateral in

the oxide, followed by a triangle in polysilicon, as described in Fig. 2.12.

The derivation for the number of interface traps for diffusion in oxide is presented in Sec-

tion 2.1.4. Thus, we have: NIT (t) = kIT (2Doxt) 16 (2.54)

wherekIT = �kfN0pkHkr � 23
, as shown in (2.18). The above equation is valid until the tipof the

diffusion front has reached the oxide-poly interface, as shown in Fig. 2.12(d). The time at which

37



NH2
NH2
NH2
NH2

NH2
N0H2
N0H2
N0H2

N0H2 NdoxH2 x(t)
x(t)
x(t)

x(t)

x(t)
xd(t)

xd(t)

xd(t)

dox
NdoxH2 � N0H2

(a)

(b)

(c)

(d)

(e)

(f)

oxide poly

Figure 2.12: Diffusion front for the first stress phase: (a) shows the cross section of the PMOS
transistor:x > 0 denotes the direction of the oxide-poly. (b) shows the frontat timet = 0, and
the hydrogen concentration is 0. (c)-(f) show the front during the first stress phase. (c) shows the
triangular approximation of the diffusion front in the oxide, with the peak denoted byN0H2 , while
the tip of the front is atxd(t). (d) shows the front at the oxide-poly boundary, i.e., whenxd(t)
= dox, and the subsequent decrease in the peak concentration. (e)shows the front extending into
poly, while (f) shows that sinceDox > Dp, the front can be approximated as a rectangle in oxide,
followed by a triangle in poly, i.e.,NdoxH2 � N0H2 .
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this occurs is denoted byt1, and can be computed by substitutingxd(t) = dox in (2.16) to obtain:t1 = dox22Dox (2.55)

Typically, t1 is of the order of a second for current technologies, considering the values of the oxide

thickness, andDox. The number of interface traps for the first stress phase can thus be expressed

as: NIT (t; 0 < t � t1) = kITxd(t) 13 (2.56)

wherexd(t) =
p2Doxt.

Assuming that� is greater thant1 (the case where� < t1 is handled later), the diffusion front

moves into polysilicon as well, as shown in Fig. 2.12(e), although the diffusion coefficient for H2 in

poly (denoted asDp), is lower than that in the oxide [3]. The rate of change in concentration of the

hydrogen molecules inside poly is given by:dNH2dt = Dpd2NH2dx2 for x > dox (2.57)

which is similar to the equation for oxide in (2.5). Assumingsteady state diffusion, as in the case

with the oxide (2.9) in Section 2.1.4, the above expression can also be approximated as:Dpd2NxH2(t)dx2 = 0 (2.58)

implying that the diffusion front in poly is also linear. Thediffusion front assumes a quadrilateral

shape inside the oxide, followed by a triangle in poly, with the tip of the diffusion front being at

somexd(t) > dox. Hence, we have:�NH2 = �DpdNH2dxdNH2dx = NdoxH2xd � dox (2.59)

for x > dox and NxH2 ; x > dox = NdoxH2 � NdoxH2xd � dox (x� dox) (2.60)
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For large values oft, i.e., t � t1, the shape of the plot can be approximated as a rectangle in

oxide, followed by a triangle in poly, since the oxide thickness is of the order of a few angstroms,

andDox > Dp. We verify this analytically by computingNdoxH2 as a function ofN0H2 , as follows:

The number of interface traps is equal to the integral from (2.12), which is equal to the area

under the curve in Fig. 2.12(e), as follows:NIT (t; t > t1) = hdox �N0H2 +NdoxH2 �+NdoxH2 (xd � dox)i (2.61)

whereNdoxH2 is the hydrogen molecular concentration at the oxide. Differentiating, with respect to

time, and ignoring the
dNdoxH2dt component, sinceNdoxH2 is a slowly decreasing function of time5, we

have: dNITdt � NdoxH2 dxddt (2.62)

From (2.59) and (2.62), we have: (xd � dox)dx = Dpdt (2.63)

Integrating, and using initial conditions, i.e.,xd(t1) = dox, we have:xd = dox +q2Dp(t� t1) (2.64)

We now use the diffusion equation in (2.3) to compute the value ofNdoxH2 in (2.61). Along the oxide-

poly interface, the outgoing flux from the oxide is equal to the incoming flux into poly. Therefore,

we have: �doxNH2 = Dox dNH2dx = DpdNH2dx (2.65)

atx = dox. Since,NH2 is a linear function ofx, we have, at the interface:Dox�N0H2 �NdoxH2 �dox = Dp NdoxH2xd � dox (2.66)

5The value ofNdoxH2 andN0H2 are determined by the rate of generation of interface traps at the

surface (increases as� t 16 ), and the rate of diffusion of hydrogen molecules at the tip of the diffusion
front (decreases as� pt), causingNH2 to be a slowly decreasing function of time.
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Substituting and simplifying, we have:NdoxH2 = N0H2 " Doxp2Dp(t� t1)Doxp2Dp(t� t1) +Dpdox#= N0H2f(t) for brevity (2.67)

It is easy to see that fort� t1, the value ofNdoxH2 almost becomes equal toN0H2 . The diffusion

front is shown in Fig. 2.12(f) for this case. The front almostbecomes a rectangle in the oxide

followed by a right angled triangle in poly. Using (2.67) in (2.61), we have:NIT (t; t1 < t < �) = hdoxN0H2(1 + f(t)) +N0H2q2Dp(t� t1)f(t)i (2.68)

Lumping the terms in (2.68), we have:xequiv(t; t1 < t � �) = dox(1 + f(t)) +q2Dp(t� t1)f(t) (2.69)

wherexequiv represents the tip of an equivalent triangular front that has the same area. This step is

performed such that the expression resembles the form in (2.56). Thus, we have the final expression:NIT (t; 0 < t � t1) = kIT (2Doxt) 16NIT (t; t1 < t � �) = kIT hdox(1 + f(t)) +q2Dp(t� t1)f(t)i 13 (2.70)f(t) = " Doxp2Dp(t� t1)Doxp2Dp(t� t1) +Dpdox# � 1 for t > t1 (2.71)

where the first equation accounts for diffusion in the oxide leading to a rapid stress phase, followed

by the second equation which involves diffusion in poly, andtherefore, a slower stress phase.

Using the above equations, it is easy to obtain an analyticalexpression for the number of inter-

face traps for the static NBTI stress case, or the DC stress case as follows:NITDC (t; 0 < t � t1) = kIT (2Doxt) 16NITDC (t; t > t1) = kIT hdox(1 + f(t)) +q2Dp(t� t1)f(t)i 13 (2.72)
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Simulation results for the DC stress case, using the above model are shown in Section 2.8 - Fig. 2.23.

2.6 Numerical Simulation for the First Stress and Recovery Phases

Before deriving an analytical model for the first recovery phase as shown in Fig. 2.1, we present a

detailed numerical analysis and solution to this case. Thissection aims to identify the origin of the

drawbacks of the recovery modeling in [13], and argues that these are not necessarily a limitation of

the R-D mechanism itself, as contended in [21]. Accordingly, a modified R-D model for recovery,

based on the model in [13] is developed in Section 2.7. It mustbe noted that numerical simulation is

only used to aid the reader in understanding the developmentof the actual mathematical model for

the recovery phase. The employment of such a numerical simulation-based model is prohibitively

computationally intensive, particularly in a multicycle framework to estimate the asymptotic impact

of NBTI on transistor threshold voltage after three years (� 1017 cycles at a frequency of 1GHz) of

operation.

We present a numerical solution framework for the R-D model equations, described in Sec-

tion 2.1.1. We provide an in-depth analysis of the recovery modeling in [13], and show that the

value of the back-diffusion coefficient� = 0:5, as used in [13] is not universal, and� is actually

based on curve-fitting. We argue that the poor fit between the analytical model in [13] and measured

data is partly due to the misinterpretation of the value of� as being universal, and not the R-D model

itself.

We then explore the impact of using a two-region model considering the finite thickness of the

gate-oxide, and a higher value of the diffusion constant in oxide, as compared with poly [3]. We

show simulation results using this finite-oxide thickness-based model for NBTI recovery, and argue

that the model further helps eliminate the previously encountered limitations in using the R-D theory

based models.

2.6.1 Simulation Setup

A backward-Euler numerical solver based on [68] is implemented with adaptive time stepping,

usingkf = 4.66s�1, kr = 4.48e-9cm3s�1, kH = 1.4e-3s�1,N0 = 5e12cm2, andDox = 4e-17cm2s�1.
It must be noted that the exact values do not influence the time-dependencies [56]. A minimum
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step-size of 1e-4s is used for the simulations. We assume that there is a one-one correspondence

between�Vth andNIT for each of the cases, and that the y-axis, which denotes the normalizedNIT values (marked as “ScaledNIT ” in the figures), may also be interpreted as the normalizedVth
values. The results are shown in the following subsections:

2.6.2 DC Stress

We first present the simple case of applying a DC stress on the PMOS transistors for 10000s.

Fig. 2.13(a) shows the growth ofNIT with time, while Fig. 2.13(b) shows the evolution of the

diffusion front with time, fort = [100s, 1000s, 10000s]. The tip of the diffusion front growsas
pt

and the peak concentration decreases, whileNIT increases asymptotically as/ t 16 . Both results are

consistent with the findings of the analytical model, detailed in Section 2.1.4.
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Figure 2.13: Trap generation and H2 diffusion for DC stress.

2.6.3 Effect of Stopping Stress

Fig. 2.14 shows the evolution of the diffusion front where stress was applied until time� = 10000s,

followed by diffusion of existing hydrogen molecules for timet > � . The results show that the peak

concentration of hydrogen at the interface reduces, whereas the tip of the diffusion front continues

to grow as
pt. The shape of the diffusion front, and the decrease inN0H2 for t > � is obvious since
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there is no further generation of interface traps, and the increase in the base of the triangular front

must be accompanied by a decrease in its height.
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Figure 2.14: Evolution of diffusion front for 10000 secondsof stress followed by diffusion of exist-
ing species: upper curve shows the front after� = 10000s, while the lower curve plots the case where
diffusion of existing species occurs after 10000s of stress, with a lowering of the peak concentration,
and widening of the tip of the diffusion frontxd(t).

Recovery is modeled as a superposition of two mechanisms:

1. Continued diffusion of existing hydrogen molecules awayfrom the interface.

2. Annealing of interface traps, and backward diffusion of hydrogen molecules near the inter-

face.

Thus, we have: NIT (t; t > �) = NIT (�)�N�IT (t) (2.73)

whereN�IT is the annealed component.

In the absence of annealing, i.e., ifkr = 0 (along withkf = 0) during the recovery phase, the

profile of hydrogen molecular diffusion must be as shown in Fig. 2.14. Hence, the area under both

curves in Fig. 2.14 is the same, and is given by:NIT (t; t � �) / xd(t)N0H2(t) = xd(�)N0H2(�) (2.74)

2.6.4 Impact of Annealing

In order to determine the impact of annealing, we first simulate the case where 10000s of stress

followed by 2500s of recovery is applied to the PMOS device. Fig. 2.15(a) shows the decrease
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Figure 2.15: Trap generation for AC stress case: 10000s of stress followed by 2500s of recovery.

in NIT beyond 10000s, withNIT (1.25� = 12500) = 0.673NIT (� = 10000), whereas Fig. 2.15(b)

shows the diffusion front, where there is annealing close tothe interface. The peak concentration

point moves away from the interface, unlike the diffusion curves in the stress phase, which resemble

a right angled triangle. However, the tip of the diffusion front continues to grow further into the

oxide.
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Figure 2.16: Diffusion fronts during recovery.

Fig. 2.16 shows the diffusion front after 2500s of recovery (Fig. 2.15(b)), superimposed on the

diffusion front for the case where the device is stressed for10000s, followed by continued diffusion

(without annealing) for the remaining 2500s, as explained in Section 2.6.3. The area under the black

curve, denoted asdiffusing front representsNIT (�), as explained in (2.74), whereas the area under
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the shaded curve (in blue) isNIT (t > �), and is denoted as theexisting front. In Fig. 2.16, the

region under the triangular shape filled with (red) verticallines, denoted asbackward front indi-

cates the number of interface traps annealed, given byN�IT . Assuming that all fronts are triangular,

which is reasonably accurate based on Fig. 2.16, we can write6:NIT (�) = NH2(x = 0; t; t > �)p2D(t+ �)N�IT (t) = NH2(x = 0; t; t > �)x�(t)NIT (t; t > �) = NH2(x�(t); t)p2D(t+ �)NIT (t; t > �) = NIT (�)�N�IT (t) (2.75)

wherex�(t) is the point at which the diffusion front during the recoveryphase reaches its peak.

Unlike the figures in Fig. 2.3, where we assume that the peak value occurs at� � 0, i.e., close to

the Si-SiO2 interface,x�(t) grows with time, i.e., the peak point moves away from the interface,

due to forward diffusion of existing hydrogen species.

Fig. 2.17(a) shows the case for� seconds of stress followed by� seconds of recovery, where� = 10000s (as this case is widely used to compare the performance of an analytical model, as well

as to demonstrate experimental results). The shape of the fronts indicate that the number of interface

traps can be expressed as a difference in the area of the two triangles between the diffusing front,

and the backward front, as shown in Fig. 2.16, and derived in (2.75). We now derive the analytical

modeling in [13] using (2.75).

Numerical simulations plotted in Fig. 2.17(a), for this case show that:NIT (2�) = 0:47NIT (�) (2.76)

From Figs. 2.15(b) and 2.17(b), we can see thatx�(t) / pt, and can be written as:x�(t) =p� � 2Dt (2.77)

6Number of interface trapsNIT is equal to twice the area under theNH2 curve, from (2.12).
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Figure 2.17: Trap generation for AC stress case - 10000s of stress followed by 10000s of recovery.

where� is the curve-fitting parameter whose value must be determined. Using the above relation in

(2.75), we have: NIT (�) = NH2(x = 0; t; t > �)p2D(t+ �)N�IT (t) = NH2(x = 0; t; t > �)p2�DtNIT (t; t > �) = NIT (�)�N�IT (t)= NIT (�)� NIT (�)p2�Dtp2D(t+ �)= NIT (�)"1�r �tt+ � # (2.78)

which is the equation for recovery in [13]. Substituting thevalue ofNIT (2�) from (2.76) in (2.78),

we have: 0:47NIT (�) = NIT (�)"1�r ��� + � # (2.79)

from which, we obtain� = 0.58, which is the theoretical value of� for double sided diffusion, as

stated in [13]. However, for simplicity, a fixed value of� = 0.5 is used, which results inNIT (2�) =0:5NIT (�).
We now compare the values of the analytical model for recovery using (2.78) and the results

from numerical simulations, for different values oft, with a fixed value of� = 0.58. Table 2.1 shows
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the values ofNIT (t+�)NIT (�) , i.e., the fractional recovery numbers during the relaxation phase, computed

using numerical simulations, and using the analytical model from (2.78) with� = 0.58, for different

values oft, where� = 10000s. The last column of Table 2.1 recomputes� from (2.78) by substituting

Table 2.1: Comparison between fractional recovery numbersobtained through numerical simula-
tions and analytical model.

time (t) analytical numerical new value of�
2500 0.659 0.673 0.534
5000 0.560 0.575 0.542
10000 0.468 0.468 0.580
30000 0.340 0.309 0.637

the value ofNIT (t+ �) for each case. The results show that� is not a constant, and increases witht. However, fort < � , the difference between numerical and analytical results using � = 0.58 is

not large. Thus, the discrepancy between numerical simulation results and analytical modeling for

the recovery phase, for large values oft, is clearly attributed to the use of a fixed value of�, based

on curve fitting at one time stampt = � . This discrepancy can be resolved by using a curve-fitted

expression for�, as shown in Fig. 2.18. Two sample curve fitted expressions and their accuracies

are shown in Fig. 2.18(a), while the corrected model is plotted in Fig. 2.18(b) along with numerical

data, as well as the case where� = 0.58 is used. The results indicate that with a time varying�,
a good fit between numerical and analytical results can be obtained. Such a modified analytical

solution from an R-D theory based on [13], with a time varying� does indeed converge well with

numerical simulation results. It must be noted that the curve fitted expression for� in Fig. 2.18 is

one of many choices, and is merely shown to illustrate the usage of a time-varying model for�7.

Simulation results also show that the value of� depends on� , as well, particularly for smaller

values of� . Hence, any comparison of recovery models with the R-D theory based analytical model

expression of [13] must be performed using the appropriate value of�.
7Both the curve-fitted expressions in Fig. 2.18 do not guarantee that� converges to 1, ast!1,

and may require to be further modified for the case of a single stress phase followed by recovery
of the device for infinite time, thereby resetting it to be equivalent to an original unstressed device.
However, these expressions are merely shown to illustrate the fact that� is a function oft, and is
not a constant.
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Figure 2.18: Curve-fitted expressions for time varying� using an exponential relation (� =0:5843 � t� �:0897) and a log relation (� = :0557log � t� �+ 0:5879).

2.6.5 Finite Oxide Thickness

In this section, we propose to account for further discrepancies between the findings from a numer-

ical or an analytical model and experimental data, such as:

1. Experimental results for a single stress phase followed by a single recovery phase show more

than 80% recovery in [5] for� = 1000s, around 60% recovery in [3] for� = 10000s, and 50%

recovery in [13] for� = 1000s, for devices with an oxide thickness of 1.2nm-1.3nm.

2. Larger fractional recovery for the same value of� for a higher oxide thickness is seen in [3].

3. Rapid decrease inVth at the beginning of the recovery phase [5], implying alogt behavior for

recovery, where equal recovery is observed in every decade [21–23]8.

Accordingly, a finite oxide thickness-based two-step modelis contended since the diffusion

constant of hydrogen in oxide is larger than that in polysilicon (Dox > Dp). Although the exact

values ofDox andDp are still widely debated [3], their relative ratio influences the shape of theNIT
curve. We perform numerical simulations, using our setup, as described in Section 2.6.1 for a case

wheredox = 1.3nm. Additional boundary conditions at the oxide-poly interface are added to the

8It must be noted that [66] has attributed this behavior to an inaccurate way of estimating the
impact of NBTI by using UFM techniques.
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numerical simulation setup used for the infinitely thick oxide case, in Section 2.6.1.Dp is assumed

to be 0.25Dox. Fig. 2.19(a) which plots the simulation results shows thatthere is approximately

60% recovery after� seconds of recovery for� = 10000s, as opposed to Fig. 2.17(a) which shows

50% recovery.
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Figure 2.19: Validation of finite oxide thickness-based model.

Fig. 2.19(b) shows the model for the case of� = 10000s, and� = 1000s, with higher fractional

recovery for the 1000s case, since more H2 is contained in the oxide, and rapidly diffuses back to

the interface. Unlike the infinite oxide thickness case, which would have incorrectly predicted a

fractional recovery of�50% for both� = 10000s, and� = 1000s, higher fractional recovery is seen

with lower values of� . The shape of the diffusion profile at the end of the first stress and recovery

phases for the case of� = 10000s, andDox = 4 Dp are shown in Fig. 2.20. Fig. 2.20(a) shows

the diffusion ofNH2 at the end of the stress phase, with the rectangular shaped front in the oxide,

followed by a triangular front in poly. The diffusion profilefor recovery in Fig. 2.20(b) indicates

that the fraction of the hydrogen molecules contained in theoxide quickly diffuses backwards during

recovery.

Thus, it is clear that a two-region based model for recovery with differing diffusion constants

for oxide and poly is necessary to model the recovery phase ofNBTI action. Accordingly, we

also use two curve fitting constants�1 and�2, for the backward diffusing fronts in oxide and poly,

respectively, and determine the values of these constants to match the experimental results. The
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development of the analytical model for recovery is detailed in the next section.
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Figure 2.20: Diffusion front considering finite oxide thickness.

2.7 Model for the First Recovery Phase

During the recovery phase, the stress applied to the PMOS device is released, as shown in Fig. 2.1.

Some of the hydrogen molecules recombine with Si+ species, to form Si-H bonds, thereby anneal-

ing some of the existing traps. Since the rate of diffusion ofhydrogen molecules in the oxide is

greater than that in poly, rapid annealing of traps occurs inthe oxide, followed by a slow anneal-

ing in polysilicon. Accordingly, we have two stages of recovery in each relaxation phase, that are

modeled separately:
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Figure 2.21: Hydrogen concentration at the oxide-substrate interface during the first stress and
recovery phases, showing the rapid decrease inN0H at the beginning of the recovery phase.
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2.7.1 Recovery in Oxide

Recovery in oxide consists of two sub-phases, namely, a reaction phase and a diffusion phase.

During the reaction phase, we have from (2.2):dNITdt = �krNITN0H (2.80)

wherekf is zero since there is no trap generation. The hydrogen concentration decreases expo-

nentially during the beginning of the recovery phase, as shown in Fig. 2.21. A decrease in the

concentration of interface traps occurs during this process. However, the reaction phase lasts only

a few milliseconds, as seen from the simulation results. As the hydrogen concentration remains

almost constant, diffusion becomes the dominant physical mechanism. During this diffusion phase,

annealing of interface traps near the interface, followed by back-diffusion of existing hydrogen

molecular species in the oxide occurs. For simplicity in modeling, we combine the reaction phase

and the diffusion phase into a single stage of modeling as follows:

We model the rapid annealing of interface traps inside the oxide, which occurs from time�
to � + t2, wheret2 is the time at which annealing proceeds into poly. Let us model the events

at the interface as a superposition of two effects: “forward” diffusion, away from the interface,

and “reverse” diffusion, toward the interface; the latter anneals the interface traps, as explained in

Section 2.6.4. During this condition, the diffusion of existing species continues asx(t + �) /p2Dp(t+ �) inside poly, while the peak of the diffusion front decreasesfrom N0H2 to N�H2 , as

shown in Fig. 2.22(c), for some� � dox.

We may approximate the hydrogen concentration in the oxide as being a triangle plus a quadri-

lateral: at time(� + t), it goes from 0 atx = 0, toN�H2(� + t) atx = �, for some� � dox. The

hydrogen molecular concentration follows a right angled triangle profile in poly, since there is no

effect of annealing here yet, with the concentration beingNdoxH2 � N�H2(� + t) at the oxide-poly

interface, and decreasing to 0 again atxd(� + t). During this phase, the rate of decrease of interface

traps can be assumed to be low, and is hence approximated as 0.Using the same notation as [13],

page 3, we have: dNITdt � 0 = �kr(N0IT �N�IT )(N0H �N�H) (2.81)
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Figure 2.22: Diffusion front for the first recovery phase: (a) shows the cross section of the PMOS
transistor, (b) shows the front at time� , i.e., at the end of the first stress phase, while (c) shows the
front at time� + t, into the first recovery phase.

Since the residual number of interface traps,(N0IT �N�IT ), is significantly larger than zero, it must

mean that the residual hydrogen concentration at the interface, (N0H � N�H) must be near-zero.

Denoting the number of annealed traps asN�IT (� + t), we can express the net number of interface

traps during the relaxation phase as the original number of traps, minus the number of annealed

traps: NIT (� + t) = NIT (�)�N�IT (� + t) (2.82)

The number of interface traps annealed due to backward diffusion [13] can be expressed as:N�IT (� + t) = N�H2p�1 � 2Doxt (2.83)

Intuitively, this can be considered to be equivalent to a triangle whose height is given byN�H2 , and

the backward diffusion front beginning at time� is given from [13] as:x�(t) =p2�1Doxt (2.84)�1 is a parameter that captures the effect of two-sided diffusion, and its original value is of the order
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of � 0.58 [13]. However, in order to account for the exponential decrease in the interface trap

concentration during the reaction phase of the first recovery phase, using a single analytical model,�1 is set to a large number, and its exact value is determined through curve fitting.

Based on the argument in the previous section, the total number of interface traps is given by

the area enclosed under the quadrilateral plus the triangles in Fig. 2.22(c) as:NIT (t+ �) � N�H2 �2dox ��+q2Dp(t+ �)� (2.85)

where�, i.e., the location of the peak concentration of hydrogen molecules during recovery (follows

the dynamics of the diffusion front for stress phase, and hence from (2.16)) increases with time as:� =p2Doxt (2.86)

The tip of the diffusion frontxd(t), computed from (2.69), is approximately at:xd(t) = dox +q2Dp(t+ �) (2.87)

Solving forN�H2 in (2.85), we have:N�H2 = NIT (t+ �)2dox �p2Doxt+p2Dp(t+ �) (2.88)

Since, the number of interface traps is given by the difference between the number of traps at� , and

the number of traps annealed, we have:NIT (t+ �) = NIT (�)�N�IT (t+ �) (2.89)

Substituting forN�IT (t+ �), and simplifying, we have:NIT (t+ �) = NIT (�)�NIT (t+ �)g(t) (2.90)

where for brevity,g(t) = " p2�1Doxt2dox �p2Doxt+p2Dp(t+ �)# (2.91)

54



Simplifying, we have: NIT (t+ �; 0 < t � t2) = NIT (�)1 + g(t) (2.92)

This process continues until timet2, when the back-diffusion front has reached the oxide-poly

interface.

2.7.2 Slow Recovery in Poly

If recovery continues beyond timet2, the back-diffusion front now enters poly, where its growthis

slower, in comparison with that in the oxide (� to the diffusion front during the first stress phase in

Fig. 2.3). Hence, during this phase, the rate of annealing ofinterface traps reduces. However, by

this time, since the oxide is almost completely annealed, only a slow recovery in poly occurs. The

diffusion front in poly is triangular, and its peak moves further away from the oxide-poly interface

as being proportional to
p�2t where�2 is the curve fitting parameter. The mechanism is similar to

recovery for the case of an infinitely thick oxide. Hence, themodel derived in Section 2.6.4 for the

infinite oxide case, can be used here. Thus, we have:NIT (t+ �; t > t2) = NIT (� + t2)"1�r�2(t� t2)t+ � #
(2.93)

for time � + t2 to 2� , where�2 is the curve fitting factor. It must be noted that due to the difference

in the coefficients of oxide and poly, and the slow progression of the back-diffusion front in poly,

the value of� is less than 0.58, and is of the order of around 0.125 fort < t09. Thus, the two-

step model for annealing consists of a quick annealing stagewhere the number of interface traps

decreases rapidly in the first few milliseconds to about a second, followed by a slow decrease over

the remaining time period.

The model proposed can thus also account for rapid recovery during the beginning of the relax-

ation stage, due to mechanisms not attributed to a reaction-diffusion process, using the curve fitted

value of�1. The authors in [66] argue that the rapid decrease inVth at the beginning of the recovery

phase, that does not correspond to a simultaneous decrease inNIT , is an incorrect manifestation of

9A time varying �2, as deemed necessary in Section 2.6.4 is used to model the impact of a
single stress phase, followed by long periods of recovery, in the plots (Fig. 2.27) shown later on, in
Section 2.8.4.
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the UFV technique used to measure recovery in PMOS devices. While it is not clear what the actual

physical mechanism is, in nanometer scale PMOS devices during actual circuit operation, the use of

a curve-fitted�1 helps fit better the results of the model with experimental data, while still adhering

to the basic guidelines of the R-D theory.

2.7.3 Complete Set of Equations for First Stress and Relaxation Phase

The equations for the first stress and relaxation phase can besummarized as follows:NIT (t; 0 < t � t1) = kIT (2Doxt) 16NIT (t; t1 < t � �) = kIT hdox(1 + f(t)) +q2Dp(t� t1)f(t)i 13NIT (t+ �; 0 < t � t2) = NIT (�)1 + g(t)NIT (t+ �; t2 < t � �) = NIT (� + t2)"1�r�2(t� t2)t+ � #
(2.94)

2.8 Simulation Results and Comparison with Experimental Data

In this section, we compare the results of our model with the requirements outlined in Section 2.4.2.

2.8.1 DC Stress

The plot for a DC stress case, for a PMOS transistor withdox = 1.2nm is obtained using (2.72), and

is shown in Fig. 2.23. The plot consists of three significant phases:

1. The initial phase oft < 0.1s, during which the reaction phase is dominant. It must benoted

that this phase has been not been explicitly modeled in (2.94), and (2.56) is used fort � 0, as

has been explained in the end of Section 2.1.4, using Fig. 2.2.

2. The transient phase of 0.1s� t < 10s, during which the process is dominated by diffusion in

the oxide.
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Figure 2.23: Plot of DC stress fordox = 1.2nm. The curve plots the normalized interface trap values
for kIT = 1.

3. The final phase, for large values oft, over which the mechanism is dominated by diffusion in

poly.

It follows from the shape of the log-log plot in Fig. 2.23, that ast increases, the number of interface

traps asymptotically approaches at 16 relationship, which satisfies the first guideline outlined at the

end of Section 2.4.2. It must be noted that in the analytical model for DC stress, and hence the plots

in Fig. 2.23, we ignore the reaction and the quasi equilibrium phases of interface trap generation,

for reasons already explained in Section 2.1.2.
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mental data from [3,4], shown in�.
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2.8.2 AC Stress

The plot in Fig. 2.24(a) shows the simulation results for thenumber of interface traps generated for

a single stress phase, followed by a relaxation phase, each of duration� = 10000s, using (2.94), for a

PMOS device whose oxide thickness (dox) is 1.2nm. These match the values used in the experimen-

tal setup from [3]. The values of�1 and�2 are chosen based on curve fitting, with�1 >> �2. The

results of our simulation are shown in Fig. 2.24(a). The curve shows a good fit with experimental

data from [3, 4]. The accurate fit with experimental data, particularly during the recovery phase,

satisfies the second requirement outlined in Section 2.4.2.

Recent publications [22,23] have motivated the plotting ofstress and relaxation data, on a semi-

log scale, to compare the accuracy of the fit, over the broad spectrum of time constants. The fit with

experimental data from [3] on a semi-log scale is shown in Fig. 2.24(b). The fit for our model is

not very accurate, during the beginning of the stress phase,and our model shows a higher exponent

as opposed to experimental data. Recently published works [32, 33, 56] have shown that this is

nevertheless consistent with a H2 diffusion based R-D model, and attribute this discrepancy in short-

term measurements to the assumption that H-to-H2 conversion is extremely fast, which may not be

realistic [56]. A detailed analysis of the H$H2 conversion has been incorporated into an analytical

model recently by [32], and the fit of the model with the experimental data indeed verifies that this

is true. The shape of the plots from [56] are similar to that shown in Fig. 2.24(b), with measurement

data showing an initial slope oft 13 , whereas the R-D model solution using only H2 diffusion predicts

a t 16 behavior. However, for the purposes of circuit delay degradation estimation and optimization,

we are more concerned about long term effects of aging after afew years of circuit operation under

various conditions, rather than actual cycle accurate values. In this context, the accuracy of the plot

toward the end of the stress phase, and the asymptotic fit is more important, since this governs the

shape of the next recovery phase, and the subsequent stress phases.

2.8.3 Effect of Thicker Oxides

Experimental results have shown that as the oxide thicknessincreases, greater amount of recovery

is expected. We verify this by simulating the case ofdox = 2.2nm, and� = 10000s. While thedox = 1.2nm case showed�60% recovery after� seconds of relaxation, we expect a higher fractional
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Figure 2.25: Plot of first stress and recovery phases for� = 10000s, anddox = 2.2nm, with experi-
mental data from [3,4], shown in�, on a linear scale.

recovery for this case, since moreNH2 is contained in the oxide, and hence diffuses back faster. The

results are shown in Fig. 2.25, and expectedly there is 80% recovery after� seconds of relaxation.

The results match well with experimental data from [3], thereby satisfying the third requirement in

Section 2.4.2.

2.8.4 Effect of Lower Stress Times on the Amount of Recovery
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Figure 2.26: Plot of the first stress and recovery phase for� = 10000s, and� = 1000s, showing the
effect of reduced stress times.

Previous solutions to the R-D model ignored the effect of finite oxide thickness, and the differ-

ence in the diffusion rates in polysilicon and the oxide. Hence, these results always showed 50%

recovery, when the ratio of recovery time to stress time was one, independent of the stress time.
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However, experimental results [5] show that a higher fractionalVth recovery is observed for lower

stress times. We verify this by plotting the results for the case ofdox = 1.2nm, with stress times

of 10000s and 1000s, respectively, in Fig. 2.26. Further, wealso use compare the results of our

model with experimental data from [5], for the case of a single stress phase followed by variable

amounts of recovery, for different values of� . Fig. 2.27 shows the case where a single stress phase

was followed by 100 seconds of recovery for four cases of stress times: 1000s, 100s, 10s, and 1s,

respectively, for a 1.3nm oxide case.
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Figure 2.27: Experimental data from [5] compared with modelresults to demonstrate the effect of
reducing� .

Fig. 2.27 indicates that our two-stage model for recovery with two sets of curve fitted constants�1 and�2 provide a reasonably accurate fit with the experimental results. Some key findings are:

1. The plots in [69] shows results where a 1000s of NBTI stresson a PMOS device with an

oxide thickness of 1.3nm causes a threshold voltage shift of30mV. Subsequent recovery

causes an approximate 50% reduction in the amount ofVth degradation. However, the results

in [5] show approximately 120mV increase inVth with 1000s of stress, and a large amount of

recovery as well, after 100s of relaxation.

2. The curve fitted value of�1 is largest for the case of 1000s of stress, and decreases witha

reduction in the value of� .

3. A single value of�2 suffices for the� = 1000s and� = 100s cases of stress, followed by 100s

of recovery, (sincet = 100s is� � for these two cases). However, a curve fitted expression
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for �2 of the form�20( t� )� is used for the cases of 10s and 1s of stress followed by continuous

recovery for 100s, sincet >> � .

4. The value of�2 decreases with� , as well. This can be explained as follows. For the case of

1000s of stress, the tip of the diffusion front is well into the polysilicon region, implying that

the base of the triangular diffusion front is large, and its height relatively narrower. Hence,

with 100s of recovery, the back diffusion front moves deeperinto the poly region with its

narrower height - as compared with the 100s case, implying a larger�2 for a larger� .

Thus, our model satisfies the guidelines outlined in Section2.4.2 (the last observation about

frequency independence is deferred to Section 2.9.4), and provides reasonably accurate fits with ex-

perimental data. We now present the extension of our single cycle model, to a multicycle operation,

i.e., we calculate the number of interface traps for anykth stress or relaxation phase, assuming the

input pattern in Fig. 2.1.

2.9 Extension for Multicycle and High-frequency Operation

2.9.1 Second Stress and Relaxation Phase

For the second stress phase, we use boundary conditions at time 2� , to determine the tip of the

effective diffusion front. We solve forxeff(2�) by assuming an equivalent front which has diffused

from time 0 to2� , and has the same interface trap concentration asNIT (2�):NIT (2�) = kITxeff(2�) 13 (2.95)

The integral forxd(t) from (2.15) is now solved with the limits modified, to obtain:xd(t) =qxeff(2�)2 + 2Doxt (2.96)

instead of (2.16). This equation can be used in (2.56) to estimate the rapid increase in interface traps

due to diffusion inside the oxide for the second stress phaseas follows:NIT (t+ 2�; 0 < t � t1) = kIT [2Doxt+ xeff(2�)2℄ 16 (2.97)
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This process continues until timet1, beyond which diffusion occurs in poly. Diffusion inside poly

can be computed using the method outlined in the previous section, and the number of interface

traps is approximated as:

NIT (t+ 2�; t1 < t � �) = kIT"q((1 + f(t))dox)2 + xeff(2�)2 + f(t)q2Dp(t� t1)# 13
(2.98)

for time 2� + t1 to 3� . For large values oft, f(t) � 1. Hence, we can approximate the above

expression as:NIT (t+ 2�; t1 < t � �) = kIT hq2dox2 + xeff(2�)2 +q2Dp(t� t1)i 13 (2.99)

As a sanity check, settingxeff(2�) in (2.97), we obtain:NIT (t) = kIT [2Doxt℄ 16 (2.100)

which is the equation for the interface trap generation inside the oxide for the first stress phase, from

(2.18). Similarly, settingt = t1 and thereforef(t) = 0 in (2.98), we have:NIT (t1 + 2�) = kIT [d2ox + xeff(2�)2℄ 16= kIT [2Doxt+ xeff(2�)2℄ 16 (2.101)

which is the equation for interface trap generation inside the oxide during the stress phase, from

(2.97).

Recovery modeling for the second relaxation phase is similar to that in the first relaxation phase.

We assume that by this time, the diffusion front has recovered to its original shape of almost a

rectangle in the oxide, followed by a triangle in poly (Fig. 2.3(f)). The above assumption has been

verified through numerical simulations to be valid for largevalues of� >1s. Accordingly, the front

for the second recovery phase is similar to that in (2.87) and(2.69), and is given by:xd(3�) � dox +q2Dp(3�) (2.102)
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During the second recovery phase, the tip of the existing front is away from the interface, and hence

grows as: xd(t+ 3�) = dox +q2Dp(3� + t) (2.103)

However, rapid annealing occurs near the interface, causing a decrease in the number of interface

traps. Accordingly, we have the equation:NIT (t+ 3�; 0 < t � t2) = NIT (3�)1 + g0(t) (2.104)

whereg0(t) = " �1p2Doxt2dox �p2Doxt+p2Dp(t+ 3�)# (2.105)

for time 3� to 3� + t2, which is similar to the expression for the first recovery phase, in the oxide,

given by (2.92). Modeling for the slow recovery phase is similar to that derived in the previous

section, and the final expression is given by:NIT (t+ 3�; t2 < t � �) = NIT (3� + t2)"1�r�2(t� t2)t+ 3� #
(2.106)

for time 3� + t1 to 4� . The plot for the first two stress and relaxation phases is shown in Fig. 2.28.
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Figure 2.28: Plot of the first two stress and recovery phases for � = 10000s, anddox = 1.2nm.

The figure shows the number of interface traps rapidly increasing during the beginning of the

second stress phase, because of rapid dissociation of the Si-H bonds, which is consistent with the

results in [13]. Recovery during the second relaxation phase is expectedly less than that during the
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first relaxation phase, since the peak concentration has nowdecreased, due to further diffusion of

hydrogen molecules into the poly region.

2.9.2 Comparison with Experimental Results

We also compare the results of our multicycle model with somepublished experimental results.

Fig. 2.9.2 shows the model results for the first stress phase,first recovery phase, as well as the

second stress phase for a 1.3nm oxide thickness case, and� = 1000s. Experimental results from [69]

for this case indicate a 50% recovery after� seconds of relaxation. Fig. 2.9.2 shows that the fit is

reasonably accurate.
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Figure 2.29: Comparison of experimental data and model results for subsequent stress and relax-
ation phases.

2.9.3 Final Simplified Model and Range of Operation

For a multicycle periodic operation, where an AC stress is applied on the PMOS device, with stress

time being the same as relaxation time, both being equal to� , as shown in Fig. 2.1, we obtain the

following expressions for the(n+ 1)th cycle, consisting of stress from time2n� to (2n+ 1)� , and

relaxation from time(2n+ 1)� to 2(n+ 1)� , respectively:

Stress Phase:
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NIT (2n� + t; 0 < t � t1) = kIT "�NIT (2n�)kIT �6 + 2Doxt# 16NIT (2n� + t; t1 < t � �) = kIT"s�NIT (2n�)kIT �6 + (2dox)2 +q2Dp(t� t1)# 13
(2.107)

Relaxation Phase:NIT ((2n+ 1)� + t; 0 < t � t2) = NIT ((2n+ 1)�)1 + h1(t)NIT ((2n+ 1)� + t; t2 < t � �) = NIT ((2n+ 1)� + t2) [1� h2(t)℄
whereh1(t) = " p�1 � 2Doxt2dox �p2Doxt+p2Dp(t+ (2n+ 1)�)#h2(t) = "s �2(t� t2)t+ (2n+ 1)� # (2.108)

The above model is valid for� > t1 and� > t2, i.e., for� > 1s. Simulation results using this

model for� = 10000s, for 10 years of operation are shown in Fig. 2.30. Theresults show that the

number of traps produced by AC stress is about 0.7 times that produced by a DC stress. The shape

of the curves also indicates that the asymptotic slopes of the two stress cases are the same. This is

suggestive of the fact that AC stress can be modeled as a linear function of DC stress, for long term

estimates, as explained in Section 3.1.

2.9.4 NBTI Model for High Frequency Operation

For high frequency operation, the above multicycle model cannot be used, due to the underlying

assumptions about the shape of the diffusion front, and the various approximations made during the

course of the derivations. However, for a 1GHz frequency operation, it is computationally infeasible

to compute the interface trap concentration on a cycle accurate basis for 10 years of operation,

amounting to� 1017 cycles, either using analytical models or through simulations. Hence we seek
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Figure 2.30: Plot showing interface trap generation for� = 10000s for AC and DC stress cases up
to 10 years of operation, on a log-log scale.

transformations of high frequency waveforms into extremely low frequency waveforms (say, of the

order of� 1Hz), thereby obtaining tractable and fairly accurate asymptotic estimates with a large

speed-up. In this regard, we explore a key property of the dynamics of interface trap generation,

namely, frequency independence.

Experimental results have shown that the number of interface traps, measured after a large

duration of time is approximately the same irrespective of the actual frequency of the input AC

waveform being applied [13,20,52,53], implying identicalasymptoticNIT estimates. This property

is known asfrequency independence. Although several differing experimental results have been

observed, recent experiments have shown that this holds good over the 1Hz-1GHz bandwidth [60],

which seconds the analytical findings in [20]. However, as wemove closer to DC, some form of

frequency dependence is expected. We verify this phenomenon by plotting the number of interface

traps up to 106s for five different� values differing by an order each, ranging from 1s to 10000s.

The values are compared with the DC case as well, and the plotsare shown in Fig. 2.31. The results

show that with increasing� , theNIT curves tend to become closer. Hence, for� = 1s, some form

of frequency independence can be assumed to hold good asymptotically.

Thus, on the basis of experimental data from [60], and the trend seen in Fig. 2.31, we conclude

that the interface trap count determined for� = 1s, asymptotically equals the number for a case

where� = 1ns, overtlife , wheretlife is the lifetime of the circuit, and is assumed to be 10 years of
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operation: NIT (t = tlife ; � = 1s) � NIT (t = tlife ; � = 1ns) (2.109)

Thus, we can use our multicycle model derived in the previoussubsection, with� = 1s, to estimate

the impact of NBTI on gigascale circuits.
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Chapter 3

BTI-Aware Analysis and Optimization of Circuits
As seen from the results in Chapter 2, the impact of NBTI on thePMOS transistor depends on the

sequence of stress and relaxation applied to the gate. Sincea digital circuit consists of millions of

nodes with differing signal probabilities and activity factors, asymmetric levels of degradation are

experienced by various timing paths. The exact amount of degradation must be determined using a

model that estimates the amount of NBTI-induced shift in thevarious parameters of the circuit that

affect the delay. This metric can then be used to optimize circuits, such that they remain reliable

over the desired lifetime of operation, despite temporal degradation.

We begin this chapter with a timing analysis framework that estimates the end-of-lifetime de-

lays of a circuit, taking into account the temporal degradation of the various devices along the paths.

In Section 3.1, we first show how the multicycle model developed in the previous chapter can be

used to asymptotically determine the end-of-lifetime threshold voltage degradation of every tran-

sistor for varying stress-relaxation duty cycles. Accordingly, a lookup table ofVth versus transistor

degradation probability (DP) is constructed. Section 3.1 then presents a BTI-aware timing analysis

framework, where we consider NMOS degradation due to PBTI aswell as PMOS degradation due

to NBTI. We use degradation probabilities for every transistor in the circuit netlist, and map them toVth shifts, based on theVth-DP lookup table. Libraries are characterized to determinethe sensitivity

of the gate delays toVth, and subsequently, the new arrival times at the primary outputs of the cir-

cuit are computed. Section 3.2 also addresses the limitation of obtaining a more accurate estimate

of temporal circuit delays by considering signal correlations. We show results in Section 3.3.1 on

45nm benchmark circuits indicating that the extent of degradation in delay is strongly dependent

on the state probability of the various nodes in the circuit.Accordingly, a method is proposed in

Section 3.4 to determine the maximal temporal degradation of the circuit under all operating con-

ditions. Finally, we explore the impact of input vector control (IVC) on the amount of temporal

degradation, in Section 3.5. Our results indicate that using optimal state assignment to the primary

inputs of a circuit, a reduction of up to 50% in the degradation of the delays of the critical paths can

be achieved.

In the latter part of this chapter, we present several circuit optimization techniques to mitigate
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NBTI and to ensure reliable performance over the lifetime ofthe circuit. Section 3.6 incorporates

the effects of NBTI into technology mapping during synthesis, and a method to build NBTI tolerant

circuits is presented. Section 3.7 then describes an adaptive approach that can ensure that the circuit

operates reliably over its lifetime. An adaptive guardbanding technique using Adaptive Body Bias

(ABB) and Adaptive Supply Voltage (ASV), that maintains optimal performance is presented, and

is compared with one-time design-fix techniques such as sizing, and synthesis for BTI. A hybrid

approach that optimally combines the advantages of the adaptive and synthesis approaches, thereby

ensuring maximal performance with a minimal power overheadis presented in Section 3.11. Lastly,

Section 3.13 is aimed at determining the impact of NBTI on SRAM cells. In particular, we investi-

gate the degradation in the static noise margin (SNM) of SRAMcells, which is a critical measure of

its read stability. A solution to recover the amount of SNM degradation is proposed in Section 3.14.

3.1 A Framework for Estimating the Shift in Vth of Every Transistor

in the Circuit

In this section, we begin with a framework for using the NBTI model developed in the previous

chapter, to estimate the temporal degradation of the threshold voltage of every transistor in the

circuit over 10 years of operation. We use the method described in [70], where the authors claim

that AC NBTI can be represented as being asymptotically equal to some� times DC NBTI, where� represents the ratio between the number of interface traps for the AC and DC stress cases:� = NITAC (t = tlife = N�)NITDC (t; t = tlife) (3.1)

whereN denotes the number of half cycles, each of duration� , in 10 years of operation. Accord-

ingly, AC stress can be approximated as:NITAC (t; � < 1s) � �NITDC (t) (3.2)

whereNITAC (t) is the number of interface traps due to AC stress, andNITDC (t), that due to DC

stress, at timet. We verify this method graphically by plotting the actual ACwaveform and the
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scaled DC waveform, where� is the ratio of the number of interface traps computed after 10 years

of operation, for� = 10000s, in Figs. 3.1(a) and (b). A good fit in the linear plot (Fig. 3.1(a))

guarantees correct estimates, for the circuit lifetime, ranging over the 1 year-10 year period.
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Figure 3.1: Plot showing AC stress represented as an equivalent scaled DC stress. The two curves
almost perfectly overlap.

Although, the equivalent DC stress model may not provide an exact upper bound, especially over

the first few stress and relaxation phases, and may not show the exact transient response initially,

the overall fit is fairly accurate for asymptotic NBTI estimates, over a period of time, as large as 10

years, as seen from Fig. 3.1(b). Since reliability estimates do not require cycle accurate behavior of

the number of interface traps, the scaled DC model is simple and sufficient.

The above method in conjunction with frequency independence can be used to estimate the

number of interface traps as follows:

1. Convert the high frequency waveforms to equivalent 1Hz waveforms, by using the SPAF

method outlined in Section 2.3.

2. Calculate the number of interface traps up to 10 years of operation, for the 1Hz square wave-

form, and the DC waveform using the model.

3. Compute the value of�, and use the scaled DC model as an approximate temporal estimate

of the number of interface traps, at various time stamps.

4. Repeat this method for waveforms of different duty cycles, and compute the value of� in
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each case, to obtain a simple look-up table of� versus signal probability (such that�Vth for

each signal probability = some� times the�Vth for DC stress), as described in Section 3.1,

or even a smooth curve fitting-based model, as desired.

5. Compute the number of interface traps and theVth degradation at any desired time stamp, for

any signal probability, using this scaled DC model.
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Figure 3.2: PMOSVth, after three years of aging, as a function of the probabilitythat the transistor
is stressed.

SinceNIT is linearly proportional toVth, experimental results can be used to compute this

ratio, and theNIT numbers can accordingly be converted toVth values. We present a generic

framework in our work, and hence, simply work with normalized NIT values. A plot ofVth versus

the probability that a PMOS device is stressed, computed using the method outlined above, is shown

in Fig. 3.2. The figure shows an initial steep rise, sinceNIT and�Vth are/ t 16 . A lookup table built

using this figure can then be used to determine the sensitivity of gate delays to temporal degradation

caused by aging, and thereby shifts in timing numbers can be estimated, as described in the next

section.

3.2 BTI-Aware Timing Analysis

In this section, we present a timing analysis framework thatcomputes the temporal delay of the

circuit considering PMOS and NMOSVth degradation due to NBTI and PBTI, respectively. While

the exact physical modeling for PBTI is currently being actively researched [10, 11, 71, 72], we

simply assume that the mechanism is identical to that of NBTI, but the absolute magnitude ofVth
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degradation is less than that induced by NBTI, in order to demonstrate the impact. Hence, a similar

plot can be obtained for NMOS transistor degradation, assuming an identical physical mechanism.

We first begin with a gate-level model for determining the shift in the delay due to BTI, on a

NOR gate, whose schematic is shown in Fig. 3.3. The analysis for other inverting CMOS gates can

be performed similarly. The delay (rising or falling) from an input to the output is modeled as a sum

of the nominal timing-arc delayD0, plus the additional delay due to the degradedVth values of the

individual transistors. Approximating the change in the delay using a linearized model with the first

order sensitivities of the delay with respect to theVth of each transistor in the gate, we have:D = D0 +�ni=1� dDdVthi�Vth(DPi)� (3.3)

where dDdVthi for each transistor Mi can be computed through spice simulations, and�Vth(DPi) can

be computed using a look-up table derived from Fig. 3.2, based on the actual degradation probability

(DP). Typically, for a rising transition, thedDdVth terms of the PMOS transistors lying along the input

falling-output rising paths are strongly negative, while those for the NMOS transistors are negligible

or weakly positive, (and vice versa for a falling transition). It must be noted that the transistor

degradation probability, while closely related, need not be equal to the actual signal probability

(SP) of the input connected to the gate node, particularly inthe case of a stack, as shown in Fig. 3.3.

While the upper PMOS transistor connected to the supply net degrades whenever the input is

low (DP2 = p(I2=0) = 1-SP2, where SP is the probability that a signal is high), the lowertransistor

degrades only when both the inputs are low, i.e., DP1 = p(I1=0jI2=0) = f (SP1,SP2), and is equal to

(1-SP1)(1-SP2), only when the inputs are (functionally and temporally) independent of each other.

The maximal value of DP1 is equal tomin((1-SP1),(1-SP2)) when the rising periods of the signals

are exactly aligned, as shown in Fig. 3.3(b), while the minimal value is given bymax(0,(1-SP1)+(1-

SP2)-1), when their falling periods are maximally skewed apart, as shown in Fig. 3.3(c).
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max(0;SP1 + SP2 � 1) � DP1 � min(SP1;SP2)
SP1 = 1� SP1
SP2 = 1� SP2

(3.4)
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Figure 3.3: Transistor degradation probabilities in a NOR gate - (a): Schematic of two-input NOR
gate showing the relation between signal probability (SP) and transistor degradation probability
(DP). (b): Signal alignment for I1 and I2 such that DP1 is maximized. (c): Signals I1 and I2 aligned
such that DP1 is minimized.

For the case shown in Fig. 3.3(b-c), the degradation probability of the stacked PMOS transistor

M1, i.e., DP1 computed using the above equation, can vary between 0 and 0.4, depending on the

exact correlation between the two signals. Thus, it is vitalto make this distinction between the
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signal probability of the nodes, and the degradation probabilities of the transistors, particularly to

handle the effect of temporal signal correlations. Ignoring this distinction between the nodal signal

probability and the transistor degradation probability, can cause erroneous estimations for a stacked

network of transistors.

In order to determine the signal activity based degradationprobability of every transistor in the

circuit, a suitable set of “stress-test” vectors are applied to the benchmark circuits, for a specified

number of cycles. A logic simulator is used in every cycle to determine the probability that every

transistor is degraded. The test vectors are then assumed torepeat over the entire lifetime of the

circuit operation, thereby allowing us to use these numbersas estimated DP values of the transistors

over the lifetime oftlife seconds of operation. A look-up table listing theVth for each DP, based

on Fig. 3.2 is then used to determine the amount of�Vth for each transistor, and the new delay

of each gate is determined, using (3.3). The framework is summarized in Algorithm 1. The above

framework can be easily implemented by modifying a logic/switch level simulator to compute the

degradation probabilities of the transistors instead of signal probabilities of nodes (for power esti-

mation), based on the vector of primary inputs in every cycle.

Algorithm 1 BTI-aware timing analysis.

1: During library characterization, determine thedDVth terms for each transistor in all gates in the
standard cell library, for each timing arc.

2: Apply a fixed number of logic vectors from the “BTI-stress test” on the circuit under test, and
compute the degradation probability (DP) values of the transistors. The impact of correlations
is handled by using a Monte-Carlo based simulation technique [73], or probabilistic analysis
using BDDs, while the distinction between nodal SP and transistor DP is made by directly
determining whether each transistor is under BTI stress or not (based on the logic states of the
gate and source devices), as opposed to incorrect SP-based models such as those in [40].

3: Assume these numbers to be the estimated DP values of the transistors during actual circuit
operation, over their lifetime.

4: Perform static timing analysis on the circuit to compute the new arrival times, by using the
BTI-aware model for mapping DP into�Vth using a look-up table, and using (3.3) to compute
the gate delays.

In order to determine the impact of BTI on the delay degradation of a circuit, ISCAS85 and

LGSYNTH93 benchmarks are synthesized on a 45nm based library. 1000 random test patterns for

each benchmark circuit tested. Algorithm 1 is applied for each test pattern and the degradation

probabilities of all transistors in the design, as well as the delay of the circuit after three years of
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aging assuming those estimated degradation probabilitiesare computed. The method is repeated

for each of the 1000 random test patterns. The results are shown for a representative LGSYNTH93

benchmark “alu2” in Fig. 3.4. The results show the nominal delay, the worst-case delay (described
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Figure 3.4: Delay of benchmark circuit “alu2” for differenttest patterns. Each point represents a set
of BTI-test vectors applied forn cycles, and assumed to repeat periodically overtlife .

later on in Section 3.3.1), and the delay after three years ofdegradation considering both NBTI and

PBTI for each of the 1000 test patterns. The results indicatethat BTI increases the end of lifetime

delay of the circuit by up to� 15%.

3.3 Bounds on the Delay Degradation of the Circuit

While the method detailed in Algorithm 1 uses a set of test vectors over a limited number of cycles

of operation, the performance degradation of the circuit depends on the actual sequence of input

patterns applied over the entire lifetime of the circuit, and can vary with the applications run, the

workload conditions, usage of the chip, etc. While the previous section presented an overview of

performing timing analysis using a predetermined set of test vectors, and estimated the transistor

degradation probability numbers, it is virtually impossible to determinea priori, the exact set of

test vectors that would be applied to a digital circuit over its lifetime. Hence, in order to guardband

the circuit for aging-induced performance degradation, itis crucial to compute the maximal delay

degradation of the circuit under all operating conditions,and to design the circuit reliably, accord-

ingly. Fig. 3.4 showed the spread in the delay of an LGSYNTH93benchmark circuit “alu2”, for
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1000 such randomly chosen set of test vectors. The results indicate a large spread in the end of

lifetime delay of the circuit, and hence, an upper bound on this number must be computed, so that

the circuit can be designed accordingly.

3.3.1 Worst-case Delay of the Circuit

The work in [36] proposes a worst-case method to determine anupper bound on the delay degra-

dation of the circuit. Under the worst-case method (for NBTI), all PMOS transistors are assumed

to be under DC stress over their entire lifetime. Hence, theVth of all these PMOS devices shifts

by a constant amount, whereas theVth of NMOS transistors remains unaffected. The new end-of-

lifetime delay of the circuit is then estimated using a simple static timing analysis, with the degraded

delays for each gate in the standard cell library, instead oftheir nominal delay numbers. It can be

intuitively seen that since NBTI affects only the PMOS devices, assuming maximal degradation of

every PMOS device along the critical path in the circuit implies that this method provides an upper

bound on the maximal delay of the circuit, under any set of actual input vectors.

Considering NMOS degradation due to PBTI, the worst-case method can be extended by now

assuming that under this case, all PMOS transistors are under DC stress with their inputs being

at logic 0, while the NMOS devices are under DC stress with their inputs being at a logic high.

Maximal degradation of PMOS devices along gates undergoinga rising transition, while maximal

aging of NMOS transistors along those gates in the critical paths whose outputs have a falling

transition is assumed. In effect, the gate delays in (3.3) are computed by assuming that:� The degradation probability DP is 0 for a transistor whosedDdVth term is negative.� If dDdVth is positive, then we assume that DP = 1 for that transistor.

The above assumption ensures that the method is guaranteed-pessimistic, and therefore represents

the “worst-case” delay degradation of the circuit.

However, structural correlations and the logic functions of the gates, may lead to a case where

for instance, the input of two particular PMOS devices cannot simultaneously be equal to a logic

0, which is the condition for DC stress. Fig. 3.5 shows an example of such a case, for a toy circuit

with a reconvergent fanout, and implementing the logic function y = ab. Worst-case aging on
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Figure 3.5: Circuit with “worst-case” delay path not sensitizable.

this circuit requires the signalsx and b to both be logic zero, for maximal degradation on gatesg3 andg1, respectively, which is infeasible. It must be noted that such circuit structures are quite

common in digital circuits, particularly due to subfunction sharing, during the structuring phase of

logic optimization. Further, considering maximal NBTI as well as PBTI, it can be seen that this

case may require the input of a gate to simultaneously be a zero and a one (signalx in Fig. 3.5 for

instance), to cause maximal DC stress on the NMOS or PMOS transistors on the gates along the

critical path, to realize the assumptions of the worst-casemethod, as marked in the figure. Hence,

the delays computed by the worst-case method may not necessarily be a tight upper bound on the

maximal impact of aging. Accordingly, we propose to investigate the amount of pessimism in using

this method as a measure of the maximal delay degradation of the circuit.DmaxDminDnom Dwc

�min �maxDD
Figure 3.6: Bounds on the delay degradation.

Fig. 3.6 depicts the goal of our work, and outlines the problem statement. The nominal delay

of the circuit, i.e., the delay of the circuit at birth, without any timing degradation due to aging is

denoted asDnom, whileDwc denotes the end-of-lifetime delay of the circuit, considering the worst-

case method. Our aim is to determine the maximal delayDmax, and to quantize the difference

betweenDmax andDwc, denoted as�max. This enables us to determine the amount of pessimism

introduced by the worst-case method, thereby reducing the timing guardbands accordingly.

Clearly, since the circuit is intended to perform some functionality, transistors in the circuit

undergo some amount of degradation and recovery, resultingin an increase in theirVth values. Thus,
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there exists a minimal degradation value> Dnom, and this number is denoted asDmin. It must be

noted thatDnom andDwc are loose lower and upper bounds, respectively, onDmin andDmax. The

utility of BTI-aware delay minimization and theDmin numbers is elaborated in Section 3.4.4.

3.3.2 Circuits without Reconvergent Fanouts

We begin our analysis with circuits that do not consist of a reconvergent fanout. Shown in Fig. 3.7 is

a chain of even number (2n for somen) of inverters, assumed to be of equal size, and each having a

nominal rise and fall delayD0. Let� be the SP at the primary input. Consequently, the degradation

probability of the PMOS transistors on the odd numbered gates is given by (1-�), while that on the

NMOS transistors is�, and vice versa for the even numbered gates. Let us assume that NBTI only

affects the rising transition of a gate, and PBTI, the falling transition. Let, the� delay on a gate be

expressed as: �DR = dDdVthP �VthP (�)�DF = dDdVthN�VthN (�)
(3.5)

where the rising delayDR depends on the PMOS degradation only, while the falling delay DF
depends on the NMOS degradation only1. �VthN(MOS) and�VthP (MOS) are functions of the

signal probability of the primary input,�. Further, since the PMOS (NMOS) degradation due to

NBTI (PBTI) is maximum when the input signal probability is zero (one) and minimum when the

signal probability is one (zero), let us assume a simple relationship2 of the form:�VthP = KP (1� x)m�VthN = KNxm (3.6)

1This assumption is reasonably accurate based on our simulation results.
2The exact nature of this relationship does not affect the final result. It is only necessary that�VthP monotonically decrease withx, and�VthN increase monotonically withx. Clearly, from

the shape of the curve in Fig. 3.2, this is true.
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for an inverter whose input SP isx, andm is some number> 0, depending on the shape of theVth-SP curve, whileKN andKP are some constants. The maximal output fall delayDF (rise delayDR) is given by the nominal delay of every gate, plus the� delay terms due to NBTI on the odd

(even) numbered gates, and PBTI on the even (odd) numbered gates.

1 2 2n1-�1-� ��
RR

R

F

FF

Figure 3.7: A chain of inverters, numbered 1,: : : , 2n. R and F indicate a rising and falling transition
at the output, respectively.

Thus, we have:DR = 2nD0 +�ni=1KN dDdVthN2i�1 �m +�ni=1KP dDdVthP2i �mDF = 2nD0 +�ni=1KP dDdVthP2i�1 �m +�ni=1KN dDdVthN2i �m� = 1� �D = max(DR;DF ) (3.7)

If the signal probability at the primary input is assumed to vary between 0 and 1, the above function

(D = max(DR;DF )) is maximized at� = 0, or � = 1, implying that a DC stress does indeed

produce the worst-case degradation on the circuit. Since alternate gates along a critical path undergo

either a rising or a falling transition, with NBTI only affecting the pull-up and PBTI only the pull-

down network, it is possible for a circuit in operation to experience DC stress, or often close to DC

stress along some of its paths, depending on the value of�. While the above analysis was performed

on a simple chain of inverters, this can be extended to an arbitrary set of inverting gates along a path,

as long as there is no reconvergent fanout.

3.3.3 Impact of Reconvergent Fanouts

Fig. 3.5 shows that reconvergent fanouts can lead to infeasible conditions on the signal states, for

the circuit delay due to aging to be equal to the worst-case value. For this particular case, the signal

state ofb affects the degradation of the three gates, and the transistors along the critical paths in each
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of these gates, differently. For instance, we requireb to be equal to a logic 0 for the inverter (gateg1) to have a maximal shift in its rising delay, and the NOR gateg2 to have a maximal degradation

for the falling transition, (sinceb = 0 ) x = 1, and hence DC stress on the NMOS transistor of

gateg2), as marked in Fig. 3.5. However, for the rising delay of the NOR gateg3 to be affected,

we require both its inputs to be a logic 0 - implying thatx = 0, andb = 1. Thus, by setting SP(b)
to be 0 or 1 or any other intermediate value (for a suitable value of SP(a)), the maximal delay of

the circuit under aging is still not equal to the value computed by the worst-case method. Fig. 3.8

shows the delay of the critical path for the circuit in Fig. 3.5 as a function of the signal probability

of b, for the case where SP(a) = 13, since SP(a) = 1 maximizes the delay of the critical path. The

delay increases as the signal probability of B decreases (from 1), due to higher NBTI on the PMOS

device ing1 (rising transition ofg1 lies along the critical path), as well as higher PBTI on the NMOS

device ing2 (falling transition ofg2 lies along the critical path). However, this causes a reduction

in the stress times on the PMOS transistor ing3; hence the delay on the rising transition of gateg3
and the total arrival time along the critical path subsequently decreases. The delay is maximized at

SP(b)�0.5, but the value is clearly less than the “worst-case” number, as can be seen from Fig. 3.8.
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Figure 3.8: Delay of the circuit in Fig. 3.5 as a function of signal probability of nodeb.

Thus, it is clear that reconvergent fanouts in circuits can cause the “worst-case” delay of the

circuit (computed using the method described in Section 3.3.1), to be a pessimistic estimate of the

3Sincea is assumed to be under a steady state, the degradation probabilities of the stacked
transistors can be easily computed, without explicitly considering temporal correlations between
signalsa andb based on their values in each cycle.
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maximal degradation of the circuit under aging. Besides, ifthe input signals can be guaranteed

to be bounded within a subset of switching probabilities (0.1 � SP� 0.9 for instance, instead of

the full range of [0,1]), it is obvious that transistors are not under DC stress, and therefore recover

partially; this leads to a case where the maximal delay degradation of the circuit under any feasible

signal activity over the lifetime is still less than the worst-case number. An optimization framework

that can compute a tight upper bound on the maximal delay degradation of the circuit is therefore

essential. Such a framework can be utilized in multiple analysis and optimization scenarios as:� Compute a tighter upper bound on the delay degradation of thecircuit under aging, and com-

pare this metric with the worst-case value.� Compute the effect of tighter bounds on the signal probabilities of the primary inputs; ranges

of [0,1] represent the unbounded case, while [0.5,0.5] (with uncorrelated inputs) represents

the case used in [18,19] etc, to demonstrate the impact of NBTI on circuit degradation.� Modify the optimization framework to compute the minimal delay degradation of the circuit

under aging. This enables us to quantify the gap between the maximal and minimal degrada-

tion numbers, and can accordingly guide us toward a sleep-state input vector control (IVC)

scheme for aging-aware delay optimization.� The vectors that maximize the degradation of a circuit can beused to generate a “stress-test”

pattern, that can be applied to the circuit during testing for measuring the delay of the circuit.

3.4 BTI-Aware Delay Optimization

The optimization problem is formulated as follows:

MaximizeD(p1; : : : ; pn) s.t.0 � pi � 1; i = 1; : : : ; n (3.8)

whereD denotes the delay of the circuit,n the number of its primary inputs, andpi the signal

probability (SP) of theith primary input (PI) node. Thepi terms are continuous variables, and are
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assumed to be independent of one another, i.e., they have no temporal correlations. The impact of

correlation on these numbers is discussed later on, in this section.

The objective function in (3.8) can also be modified as a delayminimization problem, subject to

the signal probability constraints. This can be used to perform standby optimization, by determining

whether the signals must be parked at logic high or low, such that the BTI-induced aging effect is

minimized.

3.4.1 Optimization Techniques

It can be seen from Section 3.3.2 that if the worst-case delaycritical path does not consist of a

reconvergent fanout, the primary inputs can be assigned signal states of 0, or 1, (implying signal

probabilities of 0, or 1, accordingly), so that the maximal delay is equal to the highest possible delay

degradation number, i.e., the worst-case delay of the circuit. However, the problem of determining

whether such a feasible assignment exists is equivalent to the problem of determining whether a

satisfiable assignment to the inputs exist such that the output of the critical path is either a 0 (or

a 1), depending on whether the last gate along the critical path has a falling transition (or rising

transition), and is therefore NP hard. The proof of this hypothesis is shown in Appendix D.

In the presence of reconvergent fanouts, and circuit structures leading to infeasible SP require-

ments (as shown in Fig. 3.5 for instance), the solution that maximizes the delay depends on the

sensitivities of the delays to the degradation probabilityof the transistors, lying along the critical

path. Evidently, the solution space for this case is larger than the case where the critical path does

not have a reconvergent fanout, since the optimal solution is no longer guaranteed to be either a 0

or a 1 for eachpi, in (3.8).

Accordingly, we present two heuristics, in order to determine the maximal delay of the circuit,

and seek to provide a reasonably accurate solution in lineartime (linear in terms of the number

of primary inputs). Since the heuristics do not explore the complete search space, the resulting

numbers only provide a lower bound on the maximal delay degradation numbers (and an upper

bound on the minimal delay degradation numbers), as explained further on, in Section 3.5.
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3.4.2 Branch and Bound-based Heuristic

In this procedure, random test vectors are generated such that the SP of all PI nodes are initially

arranged to be 0.5, and the degradation probabilities of alltransistors are computed. The delay of

the circuit is calculated with the SP of each primary node setto a fixed set ofk values in [0,1]. The

SP that results in the worst-case delay is determined, and this value is used for that primary input in

the subsequent iterations, (instead of the initial value of0.5). The SP of each input that maximizes

the delay of the circuit is determined accordingly4.

Algorithm 2 Branch and bound-based heuristic.
1: fn iterations: one for each PIg
2: for Pin i = G.First-PI;i; i = G.Next-PIdo
3: fInitial assignmentg
4: Generate test vectors such thatpi = 0.5.
5: end for
6: for Pin i = G.First-PI;i; i = G.Next-PIdo
7: fk iterations for each PIg
8: for pi = 0; pi+ = 1k ; pi � 1 do
9: fUse Algorithm 1 to determine the delay numbers.g

10: Compute degradation probabilities of all transistors in the circuit using SP(PIi) = pi, and
either the initially assigned value or the optimally determinedp�i from previous iterations,
for the remaining inputs.

11: Perform static timing analysis on G and compute the delayof the circuit.
12: fMaintain the solution forpi that maximizes the delay.g
13: if D > Dmax, Dmax = D andp�i = pi.
14: end for
15: fUse this value ofpi in successive iterations.g
16: Setpi = p�i
17: if i = G.Last-PIthen
18: fLeaf node in the tree has been reached.g
19: Return maximum delayDmax.
20: end if
21: end for

The above method is equivalent to a branch and bound technique, where only one downward

traversal is performed, and the decision to continue along the left-most (pi = 0) or the right-most

4It must be noted that the final solution depends on the ordering of the variables (and there
exists a certain ordering for which the solution computed using this method is equivalent to the true
optimal solution). However, it is computationally intensive to determine such an optimal ordering,
and may require significantly large number of iterations.
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(pi = 1) or any other intermediate child node (along the remaining k-2 nodes) is based on the

computed bounds on the delay, so far. The above method is similar to the first heuristic used in [74]

for static state leakage reduction. The pseudocode is shownin Algorithm 2. The run-time of this

technique is of the orderO(nktSTA), for n primary inputs, andk values for each SP, wheretSTA is

the time for one STA run.

3.4.3 Sensitivity-based Heuristic

In the second approach, we sensitize the dependence of the delay with respect to the SP of each PI

node. The SP of each PI that locally maximizes the delay of thecircuit, under the condition that the

remaining inputs are assigned theirpi terms such that the optimal solution is realized, is determined.

This method is implemented as follows:

The SP of a primary input node whose impact on the delay of the circuit that we are interested in

determining, is assumed to vary in [0,1]. The degradation probabilities of all other transistors in the

circuit are assumed to be equal to 1, while those lying on the fanout cone of this primary input are

determined accordingly, based on this SP value.k different iterations are performed, for each SP

value of this primary input, and the SP that leads to the maximum delay of the circuit is determined.

The above procedure is repeated for each primary input node independently, and the local solution

that maximizes the delay, subject to all other input nodes assigned values corresponding to the

“worst-case” is determined. One final timing analysis run isperformed with these optimal SP values

for each of the primary inputs, to determine the maximum delay of the circuit. The algorithm is

shown in Algorithm 3.

Clearly, in the absence of reconvergent fanouts, if the delay of the circuit depends on the signal

probability of someith input node, this method can help us identify the optimal value of pi, by

determining whether the delayD is monotonically increasing or decreasing, based ondDdpi . For

critical paths that have reconvergent fanouts, this enables us to determine the value that still locally

maximizes the delay. Variants to this method are obtained bysetting the degradation probability

of all other transistors in line 3 of Algorithm 3 to 0, insteadof 1. While the case shown in the

algorithm (with the initial setting of DP = 1) begins with the“worst-case” assignment, and gradually

relaxes the delay values, thereby providing a bound from theoutside, (the case where DP = 0 for all
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Algorithm 3 Sensitivity-based heuristic.
1: fn iterations: one for each PIg
2: for Pin i = G.First-PI;i; i = G.Next-PIdo
3: Assign maximum DP (DP = 1) to all transistors except the ones along the fanout cone of

primary inputi.
4: for pi = 0; pi+ = 1k ; pi � 1 do
5: Determine DP of transistors connected to PIi using the value of SP(PIi) = pi.
6: Perform static timing analysis on G.
7: Compute the delay of the circuit.
8: Maintain the solution forpi that maximizes the delay.
9: if D > Dmax, Dmax = D andp�i = pi.

10: end for
11: Final SP of PI:pi = p�i .
12: end for
13: Perform static timing analysis on G using final SP values for all PI nodes.
14: Return maximum delay of the circuit.

transistors initially) starts with the nominal delay values, and hence provides bounds on the delay

from the inside. The above algorithm requiresk STA (static timing analysis) runs for each input

nodes, followed by a final STA run where the SP of each input node i is assignedp�i accordingly.

Thus, the total run time is also of the orderO(nktSTA).
Results of using these two heuristic algorithms on benchmark circuits are shown in the next sec-

tion. It must be noted that the solution produced by either algorithms represents a lower limit on the

maximal delay of the circuit, since the two approaches are not guaranteed to yield globally optimal

solutions to the maximization problem in (3.8), inO(nktSTA) time. We discuss the implications of

this on our conclusions later on in Section 3.5.

3.4.4 Optimal Solution for Delay Minimization

For the case of the chain of inverters in Fig. 3.7, i.e., a circuit whose critical path does not consist

of a reconvergent fanout, the maximal delay degradation of the circuit is equal to the worst-case

number, and occurs when the inputs are assigned a signal probability of either 0, or 1, accordingly.

However, the SP value that leads to a minimal delay degradation depends on the exact gates along

the critical paths, and the sensitivities of the delays withrespect to the degradation probabilities of

the transistors. We illustrate simulation results for the case of the chain of even number of inverters
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in Fig. 3.7. The circuit consists of two paths, i.e., the output falling and the output rising path.

Without loss of generality, let as assume that the rising path has a higher nominal delay than the

falling path, after maximal aging under worst-case conditions. The sensitivity of the path delays

with respect to the signal probability of the primary input is shown in Fig. 3.9. As the SP of the

primary input increases, the NMOS (PMOS) devices along the odd (even) numbered gates undergo

higher degradation, while the corresponding PMOS (NMOS) devices are under higher recovery.

Hence, the delay of the output rising path increases, while that of the output falling path decreases.
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Figure 3.9: Delay of a chain of inverters along the output rising and falling transitions.

Table 3.1: Minimum and maximum delays for different benchmarks.
Bench Nominal Min-Delay Max-Delay Worst-case Difference
mark Delay Delay Increase Delay Increase Delay Increase

(ps) % (ps) % (ps) % (ps) %
vda 173 190 10% 199 15% 199 15% 5%
i9 306 322 5% 350 14% 350 14% 9%
i8 322 340 6% 366 14% 366 14% 8%

t481 362 379 5% 408 13% 408 13% 8%
C880 385 405 5% 442 15% 443 15% 10%
C432 520 557 7% 587 13% 591 14% 6%
C7552 539 584 8% 614 14% 622 15% 6%
alu2 548 588 7% 616 12% 629 15% 5%

C5315 651 697 7% 725 11% 748 15% 4%
C3540 669 720 8% 743 11% 763 14% 3%
C6288 1959 2112 8% 2203 12% 2232 14% 5%

Average 7% 13% 14% 6%

The exact shape of the delay versus SP curve in Fig. 3.9 depends on the sequence of gates and
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their sizes along the path, and may be nonlinear in general. From the figure, it can be seen that

while the SP value that maximizes the delay of such paths is guaranteed to occur at a corner setting,

i.e., at either SP = 0 or SP = 1, the same is not necessarily truefor theminimaldelay degradation

after aging fortlife seconds. The exact SP value that minimizes the extent of aging depends on the

relative shapes of the two paths, and can occur at an intermediate setting as well. Therefore, we

use the two heuristics in Section 3.4 to determine the minimal delay of the circuit after aging, with

minor modifications to maintain the minimal delay solution,instead of the maximal solution. It

must be noted that the nominal delay of the circuit, i.e., thedelay of the circuit att = 0s without

considering any aging serves as a loose lower bound on this number. Simulation results for minimal

delays under aging are shown in the next section.

3.5 Simulation Results

In this section, we show simulation results in Table 3.1 for the minimal and maximal delay num-

bers under temporal degradation of circuits due to aging. Results are shown for the ISCAS85 and

LGSYNTH93 benchmarks synthesized over a PTM [75] based 45nmlibrary. The nominal delays of

the benchmarks, shown in Table 3.1 are the delays, att = 0s, when there is so temporal degradation,

while the “worst-case” delays are the numbers computed based on the worst-case method described

in Section 3.3.1. The heuristics described in Section 3.4.2and 3.4.3 are applied, and the maximum

delays obtained across these methods are listed in the table. Similarly, the heuristics are modified

to compute the minimum delays. As explained in the previous section, these numbers represent

a lower bound on the maximum delays and an upper bound on the minimum delays, due to the

performance by the heuristics.

3.5.1 Worst-Case Delay Numbers

The results indicate that the gap between the “worst-case” and the maximal delays is extremely

small (of the order of 1%). In cases where there is no difference, the critical path does not consist

of a reconvergent fanout, and hence the “worst-case” critical path can be sensitized by a feasible SP

assignment to the primary inputs. For circuits where the maximal delay is less than the “worst-case”

delay, the critical path consisted of reconvergent fanouts, thereby placing infeasible SP requirements
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on some of the primary inputs, to maximize the impact of agingalong all gates along the path.

However, the difference between the “worst-case” and the actual delays under aging of such gates is

extremely minimal, and hence does not affect the overall number significantly. For instance, along

the most-critical path of the benchmark circuit “alu2”, consisting of 44 gates, only five gates had a

reconvergent fanout leading to an infeasible SP assignment, for the gate delays computed using our

method to be equal to that computed using the “worst-case” method. Further, since the heuristics

provide alower bound on the maximal delays of the circuit, as explained in the previous section,

this implies that the gap between the “maximal delays” and the “worst-case” delays isat most

1%. Hence, the worst-case delay can be used as a measure of themaximal delay degradation of

the circuit, without incurring a huge overhead in estimation. In other words, the accuracy of the

heuristics is sufficient enough to enable us to conclude thatthe “worst-case” delay numbers can be

used to quantify the impact of aging on the end of lifetime delay degradation of a circuit, without

leading to a large overestimation.

3.5.2 Input Vector Control

The last column in the table also compares the difference between the maximal and minimal delays

of the circuits after three years of temporal degradation. The results indicate that the best-case can

reduce the amount of temporal degradation by up to 50%. Thus,an input vector control (IVC)

scheme that arranges for the signal probabilities of the primary inputs to be close to the value that

results in minimal BTI-induced degradation can be employed. Since BTI causes the leakage of

the circuit to decrease temporally (and reach values lower than the nominally budgeted value), as

shown later on in Fig. 3.15(b), existing leakage minimizingsleep state optimization algorithms

can be modified to perform BTI-aware sleep state assignment during standby mode through IVC,

without violating the leakage constraints.

While the results in Table 3.1 are obtained assuming that theinput signal probabilities can vary

fractionally in [0,1], the algorithms can be modified to allow only states of 0,1 for the primary inputs

(and all other signals), as may be deemed necessary in a standby mode setting. Under this setup, the

minimal amount of temporal degradation due to BTI is of the order of 8% (instead of 7%, as shown

in the last row of Table 3.1). Thus, the method still has potential benefits, and can help reduce the
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temporal degradation of circuits. The optimal solution obtained from Algorithms 2-3 can be used to

park the inputs under logic 0 or logic 1 accordingly, therebyminimizing the BTI effect on the gates

along the critical paths.

3.5.3 Impact of Bounded Signal Probabilities

Lastly, we also perform experiments where the signal probability of primary inputs was restricted

to lie between tighter bounds, instead of [0,1]. This reflects a scenario where additional information

is known about the state of the signal, based on the microarchitecture, or through simulations, and

that can be used to restrict the SP values of the inputs to lie within tighter bounds. Heuristics

presented in the previous section are modified accordingly,with the inner for loop in Algorithms 2-

3 running over a reduced range instead of [0,1]. Table 3.2 shows the delays for the benchmarks, for

the maximum delays after three years of aging, for differentbounds on the primary inputs: [0,1],

[0.1,0.9], [0.2,0.8], [0.3,0.7], [0.4,0.6], and [0.5, 0.5], and the ratio of the maximal delay numbers

to the worst-case estimated delay of the circuit.

The results indicate that the impact of bounded primary input signal probabilities, on the gap

between the maximal delay of the circuit and the worst-case delay of the circuit isminimal , with the

largest gap of at most 5% occurring when the primary inputs are assumed to have a signal probability

of exactly 0.5. This is due to the fact that signal probabilities in a circuit block are skewed in nature

due to the depth of logic, and the sensitivity of the SP of an internal node to the SP of the primary

inputs is extremely small. Thus, even under the presence of bounded signal probabilities, the worst-

case method can be used to estimate the delay degradation of acircuit due to aging, without leading

to a large amount of overestimation.
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3.6 NBTI-Aware Technology Mapping of Digital Circuits

The results in [18] demonstrate the impact of NBTI on the temporal degradation of circuits (at the

65nm technology node). NBTI can cause the delay of the circuit to increase by as much as around

10%, at the end of the lifetime of the circuit. The impact is seen to increase with technology scaling

into the 45nm node, particularly with the use of high-k dielectrics resulting in additional degradation

along the NMOS transistors due to PBTI, as shown in Section 3.2. Thus, it is imperative to design

circuits accounting for this effect, so that they remain reliable over the desired lifetime. Accordingly,

a technology mapping technique that incorporates the NBTI stress and recovery effects, in order to

ensure optimal performance of the circuit, during its entire lifetime, is presented.

3.6.1 Previous Work and Limitations

A general solution to maintaining optimal performance under the influence of NBTI has been to

reduce the delay of the critical paths through the use of gatesizing [19, 36]. The work in [36]

formulates a nonlinear optimization problem to determine the optimal set of gate sizes required to

ensure that the circuit runs at its delay specification, after 10 years of operation. The work is based

on a model for NBTI, that ignores the effect of recovery, in computing the threshold voltage degra-

dation. The model cumulatively adds the time for which the gates are stressed during their entire

lifetime, and estimates the threshold voltage degradation, assuming that the gates are continuously

stressed for that duration. Hence, their results show that the increase in the circuit area is rather

weakly dependent on the signal probabilities of the nodes, and assuming that all gates in the circuit

are always NBTI affected (worst-case design) does not significantly affect the final solution. The

authors consider the gate sizes to be continuous, and show that an increase in area of about 8.7%,

as compared to a design that ignores NBTI effects, is required to meet the target delay.

However, we find the conclusion that the delay is independentof signal probability does not

hold, under a model that captures the healing of NBTI, on removal of the applied stress. This

happens frequently in a circuit: for example, when the inputsignal to a CMOS inverter changes from

logic 0 to logic 1, theVgs stress is relaxed from�Vdd to zero. The recovery in threshold voltage

on removing the applied stress, can be explained by physicalmechanisms related to annealing of

interface traps, and reformation of Si-H bonds. Experiments in [2,13], and subsequently the models
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in [19, 20] as well as the work in Section 2.1, have shown that considering the effect of annealing

and recovery has a significant bearing on the overall NBTI impact.

3.6.2 Problem Formulation

We observe that the above idea can be readily used in other transforms, such as technology mapping,

by replacing the nominal value of the delays of the gates in the standard cell library, with the delay

under worst-case NBTI. The target frequency is given to the synthesis tool, and technology mapping

can be performed using these NBTI-affected library cells toproduce a circuit, which is structurally

different from that obtained using the sizing algorithm in [36], but is functionally equivalent, and

meets the timing.

Further, the work in [36] merely computes the fractional increase in the area of each gate on an

existing design, (implying a library consisting of infinitely many sizes of each gate), to counter the

temporal degradation caused by NBTI. Instead, our work relies on integrating the effects of NBTI

stress and recovery into circuit design at a much earlier stage, i.e., during technology mapping.

Since a digital circuit consists of millions of nodes with differing signal probabilities, it is essential

to estimate the delay of the gates in the library based on their input node signal probabilities, and

use these delay values during technology mapping. Accordingly, our work proposes an approach

to modify the process of technology mapping, based on the signal probability of the nodes in the

circuit. The SP values of the primary inputs are assumed to beknown, based on RTL-level simula-

tions or statistical estimates. The SP values at every othernode in the subject graph are calculated

accordingly, and this information is used to choose the bestgate to meet the timing at each node.

3.6.3 NBTI-Aware Technology Mapping

In this subsection, we describe the process of technology mapping using the smallest ISCAS85

benchmark C17, as an example. The benchmark consists of five inputs i0, i1, i2, i3, and i4. There

are two primary outputs, y9 and y10. The logic function computed by this circuit is given as follows:

y9 = (i1 + i4) � (i2 + i3)
y10 = i0 � i2 + i1 � (i2 + i3) (3.9)
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The subject graph for C17 is obtained through SiS [76], usinga NAND2-NOT representation,

is as shown in Fig. 3.10. Technology mapping is then performed, using a 65nm node [75] based

standard cell library, consisting of 10 NOT gates, 6 NAND2 gates, 6 NOR2 gates, 5 NAND3 gates,

3 NOR3 gates, 3 AOI22 gates, 3 AOI12 gates, 3 OAI22 gates, and 3OAI12 gates of varying sizes.

A large library set consisting of different gates of varyingsizes is chosen, to provide the synthesis

tool with different options to implement a given logic cone.The delay of each of these gates in the

library is precharacterized as a function of their input signal probabilities, at each of the original data

points. The overhead in precharacterizing the library depends on the original number of corners at

which the delay was characterized, and can be reduced by using linear models with respect to the

signal probabilities, which provide a reasonably accuratefit, as can be observed from [40].

During technology mapping, the logic cone for each node can be implemented in various struc-

turally different ways, to realize the same functionality.The mapping tool computes the area and the

delay of each of these realizable structures, using data from the standard cell library, and performs a

“best match” search over the candidate gates, based on the optimization constraints (minimum area,

minimum delay, a linear combination of both, etc.). The bestmatch is retained and the correspond-

ing input binding is preserved. This procedure is repeated over all nodes in the covering phase, in

a primary output to primary input order, such that the fan-out nodes for a particular node are syn-

thesized before mapping the node itself. This step is followed by global area recovery, and fanout-

optimization, during which the gate sizes are altered. A buffer insertion step is also performed to

further optimize the circuit (This step does not change the SP values of the existing nodes.). The

NBTI-aware optimization strategy is itself independent ofthe exact synthesis methodology. Three

different objectives are used to synthesize the circuits, namely:
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� Nominal Synthesis: Technology mapping is realized using the nominal timing library, where

the delay of each gate at timet = 0 is used. It must be noted that circuits designed using this

method fail well before their lifetime, due to the NBTI induced temporal delay degradation.� Worst-case NBTI Synthesis: Technology mapping is performed using the NBTI-affected

timing library, where the worst-case delay of each gate computed after 10 years of continuous

NBTI stress is used, instead of the nominal delay values.� SP based Synthesis: Technology mapping is performed using the SP information at each

node to choose the gate with the least area overhead to meet the timing requirement. The

delay of the gates in the library as a function of SP, is precomputed in the form of linear best

fit-curves.

The input parameters to the synthesis tool and the results oftechnology mapping, for each of these

three cases for a given target delay, are described below, using C17 as the test circuit. The target

delay is chosen as 70ps for this case.

i0 i0 i0

i1 i1 i1

i2 i2 i2

i3 i3 i3

i4 i4 i4

y9y9 y9

y10 y10 y10

n7 n7 n7

n8 n8 n8

n6 n6 n6

n5 n5 n5

a

a

a

a

a

a

a

a

a

a

a

a

b b

d

ef

f

(a) Area = 7.4�m (b) Area = 11.6�m (c) Area = 9.8�m

Figure 3.11: Results of technology mapping for C17 benchmark: (a) shows the result for nominal
synthesis, which results in a circuit that fails with aging,while (b) shows the result for worst-
case NBTI synthesis, and (c) indicates the result for SP based synthesis (Gate sizes increase as
a,b,c,d,e,f).

Nominal Synthesis

This corresponds to the case where the nominal delay of each gate is used during technology map-

ping. The final result of the synthesizer is shown in Fig. 3.11(a). The area of the circuit, computed
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as the sum of the widths of all transistors, is 7.4�m, and all the gates used in the circuit for mapping

are minimum sized (of size “a”). Note that “a” represents theminimum size for a particular gate

and “b”, “c”, “d”, etc. represent gates of higher sizes. The nominal synthesis method is considered

for comparison purposes only, since circuits designed using this scheme are not NBTI-tolerant and

fail to meet the timing specifications after a certain periodof time, due to the temporal degradation

caused by NBTI.

Worst-case NBTI Synthesis

In this case, the rising delays of the gates in the library arereplaced by their NBTI-affected value,

after 10 years of continuous stress, while the falling delays remain unaltered. SPICE simulations are

performed with theVth value corresponding to constant DC stress in theVth-SP look-up table, (i.e.,Vth = -0.456V), and the corresponding delays are used in the timing library, instead of the nominal

values. Expectedly, larger sized gates must be used to meet the timing required, resulting in higher

area as compared with the nominal case. The mapped circuit for C17 is shown in Fig. 3.11(b). The

size of each gate is shown in the figure, and it is evident that the gates along the critical path must

be appropriately sized to meet the timing constraints. The final area of the circuit is 11.6�m.

SP based Synthesis

For the SP based synthesis, it is vital to propagate the SP information across all nodes based on the

logic function being realized. This step is performed on thesubject graph in SiS, which consists of

a NAND2-NOT based decomposition of the circuit, as shown in Fig. 3.10. The SP for the primary

inputs are assigned initial values, determined by RTL levelsimulations and statistical estimates (0.5

in our case), and these values are propagated along the various nodes in the subject graph in a PI-PO

(primary input-primary output) order, as depicted in Fig. 3.10. The SP value at each node is marked

in the figure. During technology-mapping, the SP values of the nodes are passed to a function that

determines the delay of the various logic structures that realize the logic cone. The best-delay match

is subsequently obtained and the corresponding gate that has the minimum NBTI-impact is chosen.

The above step is repeated globally, until all nodes have been mapped to their best matches. The

final mapped circuit for C17 is shown in Fig. 3.11(c). The areafor this case is 9.8�m. The SP based
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synthesis requires 15% lower area as compared with the worst-case NBTI synthesis, for a particular

target delay.

replacements
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Figure 3.12: Two different implementations for a logic function, showing the stress probabilities of
the nodes in each case.

Another advantage of SP-based synthesis is that it can help push nodes with large stress prob-

abilities (small signal probabilities since transistors degrade when signals are at logic zero) inside

the gates. Fig. 3.12 shows such an example where two different implementations realize the same

functionality. The probability of each node being at logic zero (equal to (1-SP)) for the two imple-

mentations is also shown in the figure. In Fig. 3.12(a), nodeshave higher degradation probabilities

whereas in Fig. 3.12(b), the NAND-NOT based implementationpushes such nodes inside the gate,

thereby minimizing the extent of temporal degradation due to BTI.

The experimental results for the SP based and worst-case synthesis methods, obtained over

different ISCAS85 and LGSYNTH benchmarks, are presented inthe next subsection.

3.6.4 Results

This subsection presents the results of technology mappingusing the 65nm technology node [75]

based library, for the worst-case NBTI, and SP based synthesis methods. The results are shown for

some ISCAS85 and LGSYNTH benchmarks in Table 3.3. The targetdelay for each benchmark is

set such that it lies in the region of the area-delay curve where the percentage change in the area

is comparable with the percentage change in the delay, thereby providing scope for optimization.

The area (calculated as the sum of the transistor widths of all gates) and the sum of active and

leakage powers, are reported for each circuit. The columns titled “Savings” estimate the amount of

area or power that can be recovered using the SP based synthesis as against using the worst case
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NBTI synthesis. Most benchmarks result in better area and power when synthesized using the SP

based method, as opposed to the worst-case NBTI synthesis. Although, technology mapping was

performed to obtain a circuit with minimal area, the objective function can be modified to minimize

the active power, leakage, etc. The table shows an average of10% recovery in area and an average of

12% savings in power (active + leakage) for the benchmarks, due to significant reduction in the total

device size, and capacitance. The results indicate that considering the SP values during technology

mapping has a significant bearing on the circuit generated during logic synthesis.

100 105 110 115 120
15

20

25

30

35

A
re

a
(�m)

Delay (ps)

worst-case

SP based

Figure 3.13: Area-delay curve for the benchmark b1.

The area versus delay curve for varying target delay values is shown for the SP based and worst-

case NBTI synthesis methods for the LGSYNTH benchmark b1 in Fig. 3.6.4. It must be noted that

the figure only shows the central linear region of the area-delay curve, where the percentage change

in area is comparable with the percentage change in the delay. The target delay of the circuits is

chosen to lie in this region, since efficient area-delay trade-offs can be achieved here.

Beyond this region, either the area or the delay overhead is large, thereby leading to a suboptimal

design. The upper curve represents data for the worst-case NBTI synthesis, while the lower curve

corresponds to SP based synthesis. In this region, the area of the SP based synthesis method is

less than the area of the worst-case NBTI library based method by about 10%, for any target delay.

Accordingly for a target delay of 108ps, 11% area savings canbe obtained as seen from the figure.

In order to obtain a comparison of the reliability of the circuits synthesized using the three meth-

ods, namely nominal, worst-case NBTI, and SP based synthesis, timing simulations are performed

on each of the three synthesized circuits on all benchmarks,at various time stamps. The thresh-

old voltage at each time time stamp is computed, and the gate delays are characterized to obtain a
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Table 3.3: Results of technology mapping for ISCAS85 and LGSYNTH benchmarks.

Benchmark
Target Worst-case NBTI Synthesis SP based Synthesis

Delay (ps) Area (�m) Power (�W) Area (�m) % Savings Power (�W) % Savings
C17 70 11.3 0.8 9.8 12% 0.7 10%
C432 790 594.3 57.2 548.4 8% 52.7 8%
C499 648 1192.9 57.1 1075.7 10% 52.2 9%
C880 610 636.2 121.7 588.5 7% 107.8 11%
C1355 735 1282.2 122.0 1051.8 18% 99.2 19%
C1908 860 1234.6 122.5 1191.7 3% 117.2 4%
C2670 765 1347.1 127.7 1337.9 1% 127.5 0%
C3540 1100 2569.8 256.4 2057.4 20% 206.2 20%
C6288 3200 4356.2 448.0 3817.5 28% 387.4 14%
C7552 990 4009.9 409.0 3858.4 4% 394.2 4%

majority 110 19.2 1.6 16.4 14% 1.2 25%
b1 108 27.1 2.8 24.0 11% 2.2 23%

decod 151 143.4 11.9 118.9 17% 9.2 22%
cordic 297 162.9 13.1 152.1 7% 12.6 4%
alu2 923 760.2 74.3 691.3 9% 65.5 12%

apex6 365 1080.9 98.0 1044.2 3% 90.2 8%
des 620 8738.4 891.0 8657.1 1% 866.0 3%
alu4 940 1498.6 149.0 1302.1 13% 126.2 15%

too large 545 1582.1 153.4 1511.0 4% 140.7 8%
vda 480 2088.0 243.1 1966.7 6% 222.6 8%

Average 10% 12%
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library that corresponds to the NBTI induced degradation onthe standard cells, at the given time

stamp. The SP of all primary inputs are assigned to be 0.5, andthe SP values at the intermediate

nodes are calculated through Monte Carlo simulations, based on the method in [73]. Accordingly,

the arrival times at the primary output nodes at different time stamps are computed. The results

for C432 are shown in Fig. 3.6.4. The top curve shows the results for the nominal case, while the

bottom curve shows the results for the worst-case NBTI synthesis case, and the middle curve shows

the results for the circuit designed using SP based synthesis method. The results show that the delay

of the benchmarks increases with time logarithmically, andthe three curves are almost parallel to

one another, implying that they all have the same asymptotictime dependence oft 16 .

Since the target delay for C432 is desired to be 790ps, we assume that the circuits are no longer

functional if the arrival time exceeds the target delay. Although the area of the circuit synthesized

using the nominal case is less than that using the SP based synthesis method, the circuit becomes

dysfunctional after 4�104s, (� half a day) rendering it practically useless, whereas the circuit syn-

thesized using the SP based method can sustain timing degradation up to 10 years. The circuit syn-

thesized using the worst-case NBTI synthesis method is reliable for over 10 years, but this method

overestimates the extent of temporal degradation, and hence leads to a design that requires a higher

than necessary area and power. Thus, using the SP based synthesis method leads to an optimized

circuit that minimizes the area and power overhead to ensureenhanced reliability up to 10 years.
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Figure 3.14: Figure showing temporal degradation of C432 due to NBTI.
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3.7 Adaptive Techniques for Overcoming Performance Degradation

due to Aging

Previous approaches to guardbanding a circuit and ensuringoptimal performance over its lifetime,

such as sizing [36,77], and synthesis [40]5 can be classified as “one-time” solutions that add appro-

priate guardbands at design time. These methods are generally formulated as optimization problems

of the type:

Minimize � Area + � Power

s.t.D(0 � t � tlife) � Dspec; (3.10)

where� and� are weights associated with the area and the power objectives, respectively, whileDspecis the specified target delay that must be met at all times, up to the lifetime of the circuit,tlife .

Under the framework of (3.10), both the synthesis and sizingoptimizations lead to an increase in

area and power, as compared with a nominally designed circuit that is built to meet the specification

only at birth, and not necessarily over its entire life. The work in [40] argues that synthesis can

lead to area and power savings, as compared with sizing optimizations. However, guardbanding

(through sizing or synthesis) is performed during design time, and is a one-time fixed amount of

padding added into the circuit in the form of gates with a higher drive strength. Inevitably, this

results in large positive slacks during the initial stages of operation of the circuit, and therefore,

larger-than-necessary area and power overheads, in comparison with a circuit designed to exactly

meet the specifications throughout its lifetime.

We also note that while BTI effects cause the transistor threshold voltages to increase, resulting

in larger delays, higherVth also implies lower subthreshold leakage (Isub / e�VthmkT ). Therefore,

both NBTI and PBTI cause the leakage of the circuit to decrease with time, thereby providing the

opportunity to trade off this slack in leakage to restore thelost performance. Adaptive Body Bias

(ABB) [78] provides an attractive solution to explore leakage-performance trade-offs. Forward body

5The work in [40] uses a BTI-aware delay model during the technology mapping phase of syn-
thesis, and the circuit is mapped to a library such that its delay at the end of its lifetime,tlife , meets
the specifications. In the context of this paper, we will refer to this approach as the “synthesis
approach”.
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bias (FBB) can be used to speed up a circuit [79], by reducing theVth, thereby using up the available

slack in the leakage budget. Further, the amount of FBB can bedetermined adaptively, based on

the exact temporal degradation of the circuit, and requisite amounts of body bias can be applied to

exactly meet the target specifications under all conditions.

The main advantage of a body bias scheme is that the performance can be recovered with a

minimal increase in the area overhead as compared with “one-time” approaches such as sizing and

synthesis. While [80] demonstrated that ABB could be used toallow the circuit to recover from

voltage and temperature variations as well as aging, we believe our work is the first solution to take

advantage of the reduction in leakage due to bias temperature instability (BTI). We demonstrate

how ABB can be used to maintain the performance of the circuitover its lifetime, by determining

the appropriate PMOS and NMOS body bias values (and supply voltages) at all times. We use a

look-up table whose entries consist of the optimal body biasand supply voltages, indexed by the

cumulative time of BTI stress on the circuit.

Accordingly, we first propose an optimization algorithm to compute the entries of the look-up

table, such that the delay specifications of the circuit are met throughout its lifetime and the power

overhead is minimized. In contrast with the significant areacost for the synthesis-based method, the

area overhead using this approach is limited to the look-up tables, body bias generation, and body

bias routing networks and associated control circuitry, and is therefore minimal, while the power

overhead is similar to that incurred by synthesis. Thus, we show that the adaptive compensation

of circuit delay degradation due to aging provides a viable alternative to “one-time” fix techniques

such as BTI-aware synthesis.

In the second approach, we propose an alternative hybrid formulation that combines adaptive

techniques with synthesis. This iterative method first performs a power-constrained delay minimiza-

tion through the application of FBB. This optimization recovers some amount of the performance

degradation caused by aging by using the power slack that is created as the circuit ages. However,

since this power-constrained optimization is not guaranteed to meet the delay specifications, tech-

nology mapping is used next to resynthesize the circuit to meet tighter timing specifications at birth.

Using a new power specification, the iteration continues through alternate steps of FBB optimiza-

tion and resynthesis until the timing specification is met. Our simulation results indicate that by
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combining the merits of the adaptive and synthesis-based approaches, the resulting circuit meets the

performance constraints at all times, with only a minimal expense in the area and power.

3.8 Background and Problem Formulation

We begin this section by determining the impact of NBTI on thedelay and leakage of digital circuits.

We then explore the potential of FBB to achieve power-performance trade-offs, and accordingly

formulate an optimization problem.

3.8.1 Impact of BTI on Delay and Leakage

At the transistor level, the reaction-diffusion (R-D) framework [13, 14] has widely been used to

determine the long-term impact of NBTI on the threshold voltage degradation of a PMOS device.

Accordingly, theVth degradation for a PMOS transistor under DC stress increasesasymptotically

with time, t, as�Vth(t) / t 16 [18, 20, 32, 43]. We also use a PBTI model where the degradation

mechanism is similar to NBTI, but the magnitude ofVth degradation is lower. Specifically, in our

simulations, the�Vth for a PMOS device after 108seconds (� 3 years) of DC stress is� 50mV,

while that for an NMOS device is� 30mV. The corresponding nominal values of the threshold

voltages, based on PTM 45nm model files [75], are -411.8mV fora PMOS device and 466mV for

an NMOS device. Since NBTI affects theVth of PMOS devices, it alters the rising delay of a gate.

Similarly, PBTI, which affects NMOS transistors, changes the falling delay of a gate.

At the gate level, we derive models for the delay and the leakage as functions of the transistor

threshold voltages. We assume the worst-case degradation [36] model for all gates in the circuit, for

reasons that will become apparent in Section 3.9. The delay and leakage numbers for the degraded

circuit are computed through SPICE simulations, atT = 105ÆC, at different times. Since BTI is en-

hanced with temperature, the library gates are characterized at the maximum operating temperature

of the chip, assumed to beT = 105ÆC.

The results from the above SPICE simulations are curve-fitted to obtain models for the delay
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and leakage as a function of the transistor threshold voltages. The gate delay,D, is modeled as:D(t) = D0 + X
all transistorsi �D�Vthi�Vthi(t) (3.11)

where the sensitivity terms,�D�Vth, for each of the transistors in the gate, along the input-output

path, are determined through a linear least-squares curve-fit. This first order sensitivity-based model

is accurate, and has an average error of 1% in comparison withthe simulation results, within the

ranges ofVth degradation caused by BTI. Similarly, a model for leakage,L, can be developed as:

logL(t) = logL0 + X
all transistorsi �L�Vthi�Vthi(t) (3.12)

Note that the�Vth(t);D0; andL0 values are functions of the supply voltage,Vdd. The leakage

numbers are experimentally verified to have an average errorof 5% with respect to the SPICE

simulated values.
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Figure 3.15: The impact of BTI on (a) the delay and (b) the leakage of the LGSYNTH93 benchmark,
“des,” as a function of time.

At the circuit level, Fig. 3.15 shows the impact of BTI on the delay and leakage of an LGSYNTH93

benchmark “des” as a function of time. The delay and leakage of the uncompensated circuit att = 0,

are shown by flat dotted lines on each plot. The results indicate that the delay degrades by around

14%, whereas the subthreshold leakage reduces by around 50%, after three years of operation. We

ignore the contribution of gate leakage current here, sinceneither BTI nor FBB impacts the gate
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leakage. Further, with the use of high-k dielectrics, gate leakage has been reduced by several orders

of magnitude, making it negligible in comparison with the subthreshold and junction leakages.

3.8.2 Recovery in Performance using FBB

At first glance, one may imagine that by returning the threshold voltage to its original value, FBB

could be used to fully recover any degradation in the PMOS/NMOS transistor threshold voltage,

bringing theIon andIoff values of the device to their original levels, thereby completely restoring

its performance and leakage characteristics, as depicted in Fig. 3.16(b). The drain currentIds for

a PMOS transistor is plotted in Fig. 3.16(a) for two distinctcases, i.e.,Ion whenVgs = �Vdd, andIoff whenVgs = 0, using different scales. Fig. 3.16(a) plots the currents asa function of PMOSVth, showing the reduction in the currents due to aging. Fig. 3.16(b) shows the increase in the on

and off currents with the amount of forward body bias (Vbb) applied, computed when the transistor

is maximally aged. When a FBB of 0.32V is applied, this effectively setsVth to Vth0 , and henceIon = Ion0, andIoff = Ioff0, whereIon0 andIoff0 are the nominal values. The change in junction

capacitance and the subthreshold slope is assumed to be negligible within the ranges of the FBB

voltages considered in this framework, based on the resultsin [79], and [81], respectively.
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Figure 3.16: Ion and Ioff characteristics (shown using different scales) for a PMOS device with
NBTI and FBB.

However, on closer examination, it is apparent that this is not the case, due to the effect of the

substrate junction leakage. The results of applying FBB on atemporally degraded inverter (after
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three years of constant continuous stress on all the transistors) are shown in Fig. 3.17. Fig. 3.17(a)

shows the average delay6 of the inverter, measured as12 (�R + �F ), where�R and�F are the output

rise and fall times, respectively, plotted against the bodybias voltageVbb. Here, we apply an equalVbb to all devices. The value of the delay at zero body bias represents the delay of the aged circuit.

The horizontal dotted line represents the delay specification, and after three years of maximal aging,

the circuit clearly violates this requirement. At this point, the application of aVbb of � 0.3V can

restore the delay of the inverter to its original value.
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Figure 3.17: The impact of applying FBB to a degraded inverter at t = tlife on its (a) delay (b)
leakage. Leakage subcomponents are shown in (c).

Fig. 3.17(b) plots the corresponding total leakage power, consisting of the sum of the subthresh-

old leakage and the substrate junction leakage, under maximal Vth degradation of both the NMOS

6The trend of average of rise and fall delays mimics that of a path delay, since alternate stages of
logic in a path (consisting of all inverting gates) undergo rising and falling transitions, respectively.
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and the PMOS transistors, The leakage computed att = 0, i.e., with�Vth = 0, shown by the hor-

izontal dotted line, is chosen as the leakage budget: after three years of aging, the leakage value

(shown at zero body bias) falls below this budget. The figure shows that with the application ofVbb, the leakage rises, and exceeds the budget at around 0.2V. Inparticular, the exponential increase

in substrate junction leakages with FBB leads to a sharp increase in the leakage beyond a certain

point. This is due to the exponential increase in substrate junction leakages with forward body

bias, as shown in Fig. 3.17(c), which plots the individual components of leakage power, namely the

subthreshold and junction leakages for the NMOS and PMOS devices, denoted asIsub andIjunc,

respectively. We ignore the contribution of gate leakage current to the leakage power overhead,

since BTI and FBB both do not cause any impact on gate leakage.Further, with the use of high-k

dielectrics, gate leakage has been reduced by several orders of magnitude, making it negligible in

comparison with the subthreshold and junction leakages.

From Figs. 3.17(a) and 3.17(b), it can be inferred that a complete recovery in the delay degra-

dation of the circuit could cause the leakage current to exceed its nominal value. Simulation results

indicate that our benchmark circuits require FBB of the order of (0.3-0.4V), which leads to a large

increase in the power dissipation, and can potentially exceed the available budget.

In other words, the sole use of ABB (FBB) to restore fully the performance of the circuit results

in a substantial power overhead, particularly as we approach the lifetime of the circuit, where large

values of FBB are necessary. The use of ASV in combination with ABB has been demonstrated to

be more effective than using ABB individually [82]. Hence, we propose our first method, termed

the “adaptive approach,” that applies ASV in conjunction with ABB to minimize the total power

overhead, while meeting the delay constraints throughout the circuit lifetime.

As we will see from the results in Section 4.9.2, while the adaptive approach provides area

savings in comparison with the synthesis approach, the maximal power dissipation overhead is

significant. Although ASV, when used in combination with ABB, tempers the exponential increase

in junction leakages with FBB, the corresponding increasesin Vdd cause the subthreshold leakage

to increase exponentially, while the active power increases quadratically. Further, the amount of

threshold voltage degradation has a second order dependence on the supply voltage, with largerVdd leading to higher�Vth [19]. Our second approach further reduces the power dissipation by
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combining the merits of the adaptive and synthesis approaches, thereby trading off area with power.

In particular, it supplements the use of ABB with synthesis,instead of ASV as in the adaptive

approach, yielding improved trade-offs. We refer to this asthe “hybrid approach.”

3.8.3 Adaptive Approach

Under the adaptive approach, the optimal choice of the values of the NMOS body bias voltage,vbn,

the PMOS body bias voltage,vbp, and the supply voltage,Vdd, to meet the performance constraint

is such that the total power dissipation at all times is minimized. An optimization problem may be

formulated as follows:

Minimize Pact(t; Vdd) + Plkg(t; vbn; vbp; Vdd)
s.t.D(t; vbn; vbp; Vdd) � Dspec0 � t � tlife ; (3.13)

wherePact andPlkg are the weighted active and leakage (subthreshold + junction leakage) power

values, respectively, whileDspec is the timing specification that must be met at all times. It can

be intuitively seen that a solution to the optimization problem in (3.13) attempts to maintain the

circuit delays to be as close to (but still lower than) the specification as possible, since any further

reduction in delay using ABB/ASV is accompanied by a corresponding increase in the active and

leakage power dissipation.

3.8.4 Hybrid Approach

The hybrid approach uses a combination of adaptive methods and presilicon synthesis to optimize

the circuit for aging effects. The use of ASV results in a quadratic increase in the active power; in

contrast, at reasonable design points, synthesis can provide delay improvements with subquadratic

increases in the power dissipation. Therefore, the hybrid adaptive approach is restricted to the use

of ABB only, at the nominalVdd value.

The hybrid approach employs synthesis and ABB in an iterative loop, tightly controlling the

power increase in each step. For the ABB assignment step of the loop, the optimization formulation
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in (3.13) is recast within a power envelope, as a problem of delay minimization subject to power

constraints.

Minimize maxt2[0;tlife ℄D(t; vbn; vbp)
s.t.Plkg(t; vbn; vbp) � Plkg(t = 0)0 � t � tlife ; (3.14)

wherePlkg(t = 0) denotes the leakage power budget. This budget is taken to be the peak leakage

of the uncompensated circuit, i.e., its leakage att = 0. Note that this effectively bounds the total

power dissipation of the circuit to its value att = 0, since the above optimization has a negligible

effect on the active power dissipation.

The solution to the above optimization problem reduces the delay of the circuit under power

constraints, but does not guarantee that the delays will be lower thanDspec. If this is the case, in

a second step, the circuit is resynthesized to meet a heuristically chosen delay specification, tighter

thanDspec, at t = 0. The iteration continues until the optimization in (3.14) can guarantee that the

compensated circuit meetsDspecover its entire lifetime.

3.9 Control System for Adaptive Compensation

In this section, we investigate how an adaptive control system can be implemented to guardband

circuits against aging. Prior work in this area can be summarized as follows. A look-up-table-based

approach that precomputes and stores the optimal ABB/ASV/frequency values, to compensate for

droop and temperature variations, is presented in [80]. An alternative approach [78, 79] uses a

replica of the critical path to measure and counter the effects of within-die and die-to-die variations.

Techniques for sensor design have been addressed in [34, 35], which propose high-resolution on-

chip sensors for capturing the effects of aging.

However, with increasing levels of intra-die variations, critical path replica-based test circuits

require a large number of critical paths to provide anfmax distribution that is identical to the original

circuit, leading to an area overhead. Further, the criticalpaths in a circuit can dynamically change,

based on the relative temporal degradation of the potentially critical paths. Adding every potentially

109



critical path from the original circuit into the critical path replica may cause the test circuit to

become extremely large. Apart from a high area overhead, such a large test circuit may incur its

own variations that may be different from those in the original circuit.

Owing to these drawbacks, we propose the use of a look-up-table-based implementation to

determine the actualvbn, vbp, andVdd values that must be applied to the circuit to compensate for

aging. The entries in the look-up table are indexed by the total time for which the circuit has been

in operation. This time can be tracked by a software routine,with t = 0 representing the beginning

of the lifetime of the circuit after burn-in, testing, and binning. The degradation in delays due to

accelerated stresses at high temperature during burn-in are accounted for in determiningD(t = 0),
by adding an additional timing guardband. This software control enables the system to determine

the total time for which the circuit has been operational.

The look-up table method requires the critical paths and thetemporal delay degradation of the

circuit to be known beforehand, to determine the entries of the table. It is impossible to determine,

a priori, the exact temporal degradation of a circuit, since this depends on the stress patterns, which

in turn depend on the percentage of time various circuit nodes are at logic levels 0 and 1. This

percentage depends on the profile of computations executed by the circuit, and cannot be captured

accurately by, for example, an average probabilistic analysis. The only guaranteed-pessimistic mea-

sure for BTI stress uses the worst-case degradation of the circuit. The method in [36] presents such

a method, considering the impact of NBTI only, and determines the worst-case scenario by assum-

ing maximal DC stress on every PMOS transistor. The idea can be extended to include maximal

impact of PBTI on the NMOS transistors, as well, to compute the maximal degradation of the most

critical path in the circuit. The worst-case method to estimate the maximal delay degradation aftert seconds of aging is computationally efficient, is input-vector-independent, and requires a single

timing analysis run based on the degraded NMOS and PMOSVth values att. Due to the fact that

this is guaranteed-pessimistic over all modes of circuit operation, the set ofvbn, vbp, andVdd values

in (3.13), determined using this number as a measure ofD(t) in this formulation, is guaranteed to

ensure that the circuit meets the delay specification under all operating conditions.

The next sections describe the algorithms for the adaptive and the hybrid approaches to counter

the impact of BTI. In Section 3.10, we first outline an algorithm for the adaptive approach to com-
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pute the optimal tuple entries in the look-up table at different times. We then investigate how further

area-power trade-offs can be achieved using the hybrid approach in Section 3.11, and describe the

implementation.

3.10 Optimal ABB/ASV Computation for the Adaptive Approach

Original Circuit

After ABB/ASV

Time (s)

Dspec

D (ti�1)D (ti)D (ti+1)D(ti�1�)D(ti�)D(ti+1�)D(ti�1)D(ti)
Apply

ABB/ASV ti�1 ti ti+1
D(t) (Delay)

Figure 3.18: A plot of the delay of the nominally-designed circuit, without adaptation, as a function
of time, showing degradation due to BTI effects, and a schematic of our compensation scheme using
ABB/ASV at three consecutive compensation time points,ti�1, ti, andti+1, showing the delay of
the compensated circuit as a function of time.

We will begin by pictorially illustrating the idea of the adaptive approach. Fig. 3.18 shows

the temporally degraded delay,D(t), of the original circuit without ABB/ASV, where the delay

monotonically increases with time, and violatesDspec for somet � ti�1. The figure shows how

ABB/ASV may be applied at a timeti�1, to ensure that the delay degradation during the interval[ti�1; ti℄ does not cause the circuit delay to exceed the specifications. The delay of the circuit

immediately after applying ABB/ASV, based on the look-up table values atti�1, is denoted asD(ti�1), and is guaranteed to always be less thanDspec. Similarly, D(ti�) is the delay of the

circuit just before applying ABB/ASV atti, and this typically touchesDspec. Considering the

cumulative temporal degradation att = ti�1, the impact of ABB/ASV applied at that time point,
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and the temporal degradation due to BTI over [ti�1; ti], we have:D(ti�1) < D(ti�1�) � DspecD(ti�1) < D(ti�) � Dspec (3.15)

At every compensation time pointti�1, the amount of adaptation required is dependent on the

delay degradation up to the next compensation time pointti, and follows the shape of the figure in

Fig. 3.18. In this figure, if no compensation is applied to thecircuit, the delay during the interval[ti�1; ti℄ will be aboveDspe
. To ensure that the delay meets specifications during this period, we

apply a compensation at timeti�1, whose magnitude is determined by the following result.

Theorem 1: Under small perturbations to the threshold voltage due to aging, letD(t) be the delay of

the aged circuit at any timet, and assume that under a specific compensation,D(ti�) > Dspec just

prior to compensation timeti. To bringD(ti�) to be under the specification, the value ofD(ti�1)
can be adjusted, through compensation, toD0(ti�1) = Dspec

�D(ti�1)D(ti�)� (3.16)

Proof: For a MOS device,Vth / t 16 , where the proportionality constant is different for NMOS and

PMOS transistors. If we consider the effect of aging from time ti�1 to ti, for a specific transistor

type, Vth(ti)Vth(ti�1) = � titi�1� 16
(3.17)

Since the perturbations toVth over this interval are small (by assumption), the delay of each gate

can reasonably be assumed to vary linearly withVth, as defined by a first-order Taylor series ap-

proximation. Therefore, the delay of each gate changes by a multiplicative factor, given by the right

hand side of (3.17), implying that the delay of the circuit also changes by the same multiplicative

factor. In other words, if the delay at timeti�1 is changed toD0(ti�1)D0(ti�)D0(ti�1) = D(ti�)D(ti�1) (3.18)

Since our goal is to setD0(ti�) = Dspec, the result follows immediately. 2
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The adaptive strategy is developed at design time using the scheme shown in Algorithm 4,

which shows the pseudocode for computing the optimal ABB/ASV values as the circuit ages. The

algorithm begins by determining the amount of ABB/ASV that must be applied at the beginning of

the lifetime of the circuit (after burn-in, testing, and binning), denoted byt0 = 0, to compensate

for aging until the first timet1. This can be computed by determining the amount of change in

the threshold voltage untilt1 (denoted as�Vth[t0; t1℄), and performing an STA run, to determineD(t1), as shown on lines 6-7 of the algorithm. The target delay after applying ABB/ASV is then

computed, as shown on line 9, by applying the scaling factor from Theorem 1 toDspec. As expected,D(t0) < Dspec. Line 11 uses an enumeration scheme, based on the method described in [83], to

determine the optimal ABB/ASV that must be applied at timet0. Line 14 computes the delay of

the circuit just prior to timet1, i.e.,D(t1�), which is less thanDspec. The method is repeated for

successive values ofti, and the look-up table entries are computed.

Algorithm 4 Adaptive approach: enumeration.
1: Determine the nominal (t0 = 0) delay and power (active and leakage). By assumption,D(t0�) � Dspec.
2: for ti = t0; : : : ; tn�1 do
3: SetVdd(ti) = Vdd(ti�1) if i > 0; else setVdd(ti) to the nominalVdd value.
4: repeat
5: SetV = Vdd(ti).
6: Compute�Vth[ti; ti+1℄ due to BTI assuming that in this interval,Vdd = V , and determineVth(ti+1).
7: Using static timing analysis (STA), determineD(ti+1�), the delay due to BTI just prior

to timeti+1.
8: fUseD(ti+1�) to determine the target delay atti, upon the application of ABB/ASV.g
9: SetD(ti) = Dspec

� D(ti)D(ti+1�)�.

10: fDetermine ABB/ASV values to be applied at timeti to meetD(ti).g
11: Use an enumeration scheme, similar to [83], to solve the optimization problem in (3.13),

i.e., determine(vbn; vbp; Vdd) for the interval[ti; ti+1℄, such that the delay requirementD(ti) is met, and power is minimized.
12: until (Vdd(ti) == V )
13: fCompute the delay at the end of the interval.g
14: ComputeD(ti+1�) = D(ti) + temporal degradation over [ti,ti+1]. At this point,D(ti+1�) � Dspec.
15: end for
16: Return the(vbn; vbp; Vdd) tuples at all timest0; : : : ; tn�1.

It should be pointed out that there is a second-order dependence between the level ofVth degra-
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dation andVdd [19]. The value ofVdd in the solution atti depends on the delay degradation over

[ti; ti+1], which in turn depends on the degradation inVth during this interval, which is a function

of theVdd value at timeti. Hence, an iterative approach is employed, as illustrated by the repeat

loop.

The choice of the compensation time points depends on several factors. While we would like

to continuously apply the requisite amount of compensationat all times, so as to just meet the

performance constraints while minimizing the power overhead, in practice, the circuit can only be

compensated at a finite number of time points,n. The number of compensating times chosen, (i.e.,

the size of the look-up table) and their specific values is limited by the following factors:� The resolution in generating the body-bias and supply voltages: A large number of body

bias and supply voltages require a sophisticated network ofvoltage generators and dividers,

adding to the area and power overheads.� The minimum change in delay over[ti; ti+1℄, subject to modeling errors: Since the delay

model has some inaccuracies, a control system with a large number of compensatory points,

where the delay over a pair of such successive times changes very marginally, may lead to

inaccurate computations, due to modeling errors7.� The resolution of mapping each delay to a unique (vbn; vbp; Vdd) tuple: Since there is a fixed

discretization in the values of each element of this tuple, each compensation step will reduce

the delay by a quantum, and finer-grained delay compensationis not possible.

Section 3.12.3 explores the impact of the number of compensating points chosen on the temporal

profiles of the delay and power of the circuit.

3.11 Implementation of the Hybrid Approach

While the adaptive framework provides considerable savings in area as compared with synthesis,

the power overhead over the original circuit can still be appreciably large, as will be shown in

Section 3.12. This is due to the fact that the reduction in delay through FBB is obtained at the

7In this work, we select our times such that the delay changes by at least 1% in each interval.
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expense of an exponential increase in leakage power, as seenin Fig. 3.17, while an improvement in

performance through ASV also results in an exponential increase in leakage power (Ioff / eVdd), as

well as a quadratic increase in active power.

On the other hand, technology mapping can map the circuit to use gates with different func-

tionalities and/or drive strengths. The use of this technique has empirically been seen to provide

significant performance gains with low area and power overheads, for reasonable delay specifica-

tions. Hence, a combination of this synthesis technique with ABB has the potential to provide

improved results.

Accordingly, we propose a hybrid approach to design reliable circuits. An iterative approach is

followed during design, alternating between the ABB assignment and technology mapping phases,

to ensure that the final design is reliable, and has minimal power and area overheads. The algorithm

consists of two distinct phases, namely the adaptive compensation phase involving an optimization

formulation subject to power constraints, and the resynthesis phase, involving technology mapping

to meet a tighter design specification. Algorithm 5 describes the steps involved in this approach.

The algorithm begins with the adaptive compensation phase,where the ABB optimization for-

mulation from (3.14) is solved. Lines 3-9 modify the framework of Algorithm 4 to compute the

optimal (vbn; vbp) values at different time points, instead of the optimal (vbn; vbp; Vdd) tuple, such

that the delay is minimized without violating the leakage power constraints. If the delay of the cir-

cuit throughout its lifetime8 is less than the specificationDspec, then the optimization ends and the

optimal (vbn; vbp) entries are used to populate the look-up table, as shown in lines 10-11.

However, if the delays are higher thanDspec, the circuit is technology-mapped to tighter design

constraints, as shown in line 16. As a first order measure, thespecification of the circuit is lowered

fromDspectoDspec� Dspecmaxni=1D(ti�) , wheremaxni=1D(ti�) is the maximum delay of the circuit over

its lifetime, under the adaptive compensation scheme. If the leakage power of the circuit exceeds its

budget value, the nominal value of the leakage power is updated, and this new value is used in (3.14)

for Plkg(t = 0), as shown in line 17, and adaptive compensation is now repeated on this modified

circuit. The process of adaptive compensation (lines 3-9) and technology-mapping for a tighter

target delay (lines 13-16) is performed in an iterative manner, until the circuit delays converge, and

8Practically, this involves checking the valuesD(ti) only at each of the compensation times,ti.
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the timing specifications are met at all times. In practice, only a few iterations are necessary before

the delay converges, as seen from our experiments.

As we will demonstrate shortly, our experimental results indicate that this approach provides

savings in area as compared with the synthesis approach, anddissipates lower power in comparison

with the adaptive approach.

Algorithm 5 Hybrid approach - iterative adaptive compensation and technology mapping.
1: Determine the original delay and leakage power att0 = 0. By assumption,D(t0�) � Dspec.
2: Assume the leakage power att = 0 to be the leakage budget during adaptive compensation

phase of optimization.
3: fAdaptive Phaseg
4: for ti = t0; : : : ; tn�1 do
5: Compute�Vth[ti; ti+1℄ due to BTI at the nominalVdd, and determineVth(ti+1).
6: Perform STA to determine the delay,D(ti+1�), due to BTI, just prior to timeti+1, and

determine the leakage power,Plkg(ti+1).
7: Use an enumeration scheme, similar to [83], to solve the optimization formulation in (3.14),

i.e., to determine(vbn; vbp) so as to minimize the delay,D(ti), while staying within the
leakage budget from line 2.

8: Determine the delay before applying FBB at the next time point, i.e.,D(ti+1�).
9: end for

10: if all delays are� Dspecthen
11: The optimization has converged; output the computed FBBvalues to the look-up table.
12: else
13: fResynthesis Phaseg
14: Identify the highestD(ti�) and setDspec= Dspec� h Dspecmaxni=1D(ti�)i to reduceDspec.

15: fTighten the delay specification for synthesis to ensure thatafter aging and subsequent adap-
tive compensation,D(0 � t � tlife) � Dspec.g

16: Perform technology mapping to resynthesize the circuitunder the tighter delay specification,
at t = 0.

17: If leakage power of this new circuit att = 0 is greater than the original leakage budget
computed in line 2, increase the budget accordingly.

18: Repeat from line 2.
19: end if

3.12 Experimental Results

We now present the results of applying our compensation scheme to circuits in the ISCAS85,

LGSYNTH93, and ITC99 benchmark suites, synthesized on a 45nm [75]-based library. The body
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bias voltage is altered in increments of 50mV, while increments of 30mV are used for the supply

voltage.

3.12.1 Results on a Sample Benchmark Circuit

We present detailed experimental results on a representative LGSYNTH93 benchmark, “des,” whose

delay and leakage variations under BTI, without ABB/ASV compensation, were shown in Fig. 3.15.

Look-up Table Entries

Table 3.4: Look-up table entries for the LGSYNTH93 benchmark, “des,” using the adaptive and
hybrid approaches.

Adaptive Approach Hybrid Approach
Time vbn vbp Vdd Delay Pact Plkg vbn vbp Delay Pact Plkg� 108s (mV) (mV) (V) (ps) (�W) (�W) (mV) (mV) (ps) (�W) (�W)

Nominal 0 0 1.00 355 641 327 0 0 355 641 327
0.0000 0 50 1.03 341 680 416 0 0 330 643 333
0.0001 0 50 1.03 341 680 346 50 50 334 643 332
0.0004 0 100 1.03 351 680 362 0 100 337 643 320
0.0016 50 100 1.03 351 680 369 0 150 338 643 333
0.0035 0 50 1.06 352 721 344 0 150 340 643 320
0.0080 50 50 1.06 351 721 357 50 150 339 643 329
0.0180 50 100 1.06 351 721 368 50 150 342 643 312
0.0400 100 100 1.06 352 721 377 50 200 343 643 328
0.0600 0 100 1.09 351 762 353 50 200 345 643 318
0.1100 50 100 1.09 351 762 360 100 200 343 643 326
0.1700 100 200 1.06 352 720 398 100 200 345 643 322
0.2500 50 150 1.09 352 762 362 150 200 343 643 328
0.3600 50 200 1.09 351 762 388 150 200 346 643 316
0.5500 100 200 1.09 351 762 396 100 250 351 643 325
0.7500 50 150 1.12 352 804 359 100 250 353 643 314
1.0000 355 804 350 355 643 305

Table 3.4 shows the entries of the look-up table that encodesthe compensation scheme, and the

delay, active, and leakage power numbers for the adaptive and the hybrid approaches. The circuit is

compensated at different times, as shown in the first column of Table 3.4, up to itstlife of 108s. The
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time-entries in the look-up table are chosen such that the increase in delay over any successive time-

interval is uniform, and that the circuit is uniformly compensated for degradation, over its entire

lifetime. A large starting value oft = 104s, is chosen for the adaptive approaches, since the BTI

model for estimating the delay degradation of the circuit inAlgorithm 4 is asymptotically accurate.

Further discussion on the optimality of the selection of thenumber of time-stamps (n) to compensate

the circuit, and its impact on the temporal delay-power curves is deferred to Section 3.12.3.

The remaining columns of Table 3.4 show the details of the compensation scheme. Columns

2-7 correspond to the adaptive approach, and show, for each compensation time, the(vbn; vbp; Vdd)
tuples computed by Algorithm 4, the final delay after applying ABB/ASV, and the active and leakage

power values. Columns 8-12 show the results for the hybrid approach and display, respectively, the

optimal(vbn; vbp) pair, and the delay, active power, and leakage power at each compensation time.

The first four columns of the table, (bold-faced, with a gray background), denote the actual entries

that would be encoded into the look-up table for the adaptiveapproach, while the first, eighth, and

the ninth columns denote the entries of the look-up table forthe hybrid approach. The column,

“Delay,” denotes the delay of the circuitD(ti), at the given compensation timeti, immediately after

applying ABB/ASV values from the table.

The results indicate that the target delay is met at all time points, up totlife = 108s, using both the

approaches. The amount of compensation increases with time, as the circuit degrades due to BTI.

With the adaptive approach, which optimizes the power underfixed delay constraints, a combination

of ABB and ASV is used to counter the effects of aging, on the original design, whose delay and

power values are shown in the row labeled “Nominal.” The active and leakage power values vary

as a function of time, depending on the optimal solution chosen at each time point. As explained

in Fig. 3.18, the circuit is compensated for aging right fromthe first time period [0,t1], by applying

ABB/ASV at time t = 0. Hence, the delay of the circuit att = 0 in the look-up table is less

thanDspec. The leakage power decreases temporally due to increase inVth caused by BTI, but

increases with ABB/ASV, and in our scheme, it is seen to exceed the nominal leakage. For the

hybrid approach, which uses a combination of ABB and synthesis, the circuit att = 0 achieves

its delay reduction purely through synthesis. It can be seenthat the area overhead of synthesis in

this case is low: as compared to the nominal case, the active power increases by 0.3% and the
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leakage power by 1.8%. The results indicate that the power numbers using the hybrid approach are

significantly lower than that using the adaptive approach.

Comparison of Transient Power and Delay Numbers
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Figure 3.19: Temporal delay of benchmark “des” using different approaches.

The temporal variation in the delay of “des” is shown in Fig. 3.19. The delay of the circuit, as a

function of time, is shown for:� the adaptive method from Section 3.8.3, where the delay can be seen to always be close toDspec.� the synthesis-based method from [40], where worst-case BTI-based library gate delays were

used during technology mapping to synthesize the circuit: in this case, the delay increases

monotonically with time.� the fixed power case, corresponding to the results of solvingthe optimization problem in

(3.14), where the delay is minimized through ABB under a power budget, set to the power att = 0: this curve does not satisfy the delay specification.� the hybrid method from Section 3.8.4, which satisfies the delay specification throughout its

lifetime, and essentially corresponds to finding a power specification for a fixed power curve

that meetsDspecat the end of the circuit lifetime. In this case, the power specification implies

that the circuit is mapped to meet a delay specification of 330ps att = 0.
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All methods were targeted to meet the same delay specification, Dspec = 355ps, throughout the

circuit lifetime and this value is shown by a horizontal linein the figure. This delay corresponds to

the nominal delay of the original circuit att = 0.
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Figure 3.20: Temporal active and leakage power values of “des” using the various approaches.

Figs. 3.20(a) and (b), respectively, compare the values of the active and leakage power for the

three approaches (adaptive, hybrid, and synthesis). The horizontal line marked “Nominal” repre-

sents the power dissipation of the original circuit att = 0. Since the synthesis approach performs

technology mapping for a tighter delay specification at birth, leading to a large area, as compared

with the nominal design, the active power for the synthesis approach is constant over the lifetime

of the circuit. For the adaptive approach, the supply voltage generally (but not always) increases

gradually with time, as shown in Table 3.4. Correspondingly, the active power increases almost

monotonically, as shown in Fig. 3.20(a). One exception to the monotonicity ofVdd, as seen from
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Table 3.4, is att = 0.17�108s, where the optimal(vbn; vbp; Vdd) tuple leads to a decrease inVdd
accompanied by a larger increase in(vbn; vbp), with respect to the solution at the previous time

point, hence causing the active power to decrease temporally, as seen in the figure. The figure indi-

cates that the maximum active power dissipated using the adaptive approach is less than that for the

synthesis-based design.
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Similarly, Fig. 3.20(b) compares the leakage of the variousapproaches over the lifetime of the

circuit, with respect to its nominal value. The leakage of the synthesis-based circuit is highest att =0 (when there is no BTI), but monotonically decreases with time. In contrast, the adaptive approach

tries to adaptively recover performance, at the expense of increased power. The corresponding

overhead implies that the leakage power for this method increases beyond its nominal value. Note

that the leakage for the adaptive circuit att = 0 is also greater than the nominal value, since some

amount of ABB/ASV is applied to the circuit to guardband against temporal degradation during[0; t1℄, as shown in Fig. 3.18. The maximum leakage power (att = 0) at any time point using our

approach is almost identical to that using the synthesis method, as seen from Fig. 3.20(b).

For the hybrid approach, which uses a combination of synthesis and adaptive compensation, the

results provide improvements over these two methods, used separately. As shown in Fig. 3.20(a)

and (b), respectively, the active and leakage power att = 0 increase very minimally (by less than

2%), as compared with the corresponding values for the original circuit, due to an increase in the

area of the circuit during resynthesis. Subsequent adaptive compensation over the lifetime of the

circuit is performed under fixed power constraints to ensurethat the power never exceeds its value

att = 0. Hence, the curves for the overall leakage and active power,as functions of time, are closest

to their corresponding budgets.

To illustrate how the hybrid approach works, let us considerthe LGSYNTH93 benchmark “des”.

The nominal delay of the circuit is 355ps, and the leakage power at t = 0 is 327�W. We begin

to apply the hybrid approach described in lines 4–9 in Algorithm 5 on “des”. Using the fixed-

power optimization formulation in (3.14), att = tlife , the delay of the circuit reduces only to 380ps

(from 415ps) without violating the leakage power budget of 327�W, and the active power budget of

641�W. Hence, in order to meet the final target delay, the circuit is resynthesized by settingDspec

to 355�355380 = 332ps. Technology mapping is performed again, and the resulting circuit now has a

1% higher area overhead, 2% higher leakage overhead, and 3% higher leakage power overhead. We

reapply the fixed-power optimization algorithm on this modified circuit, and the lifetime delay of

the circuit subject to the new leakage power constraint of 327�1.02�W is 354ps, which still meets

the desired target. Thus using a combination of adaptive compensation and resynthesis, the circuit

is optimally designed.
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3.12.2 Area and Power Trade-offs

In this section, we compare the trade-offs in area and power for various approaches proposed in

this paper, for the five largest benchmark circuits from ISCAS85 and LGSYNTH93 suites, as well

as some large ITC99 benchmarks. Table 3.5 presents the area savings and the maximal power

overhead of the adaptive and hybrid approaches, in comparison with the synthesis method. The

columnDspec, is the delay of the original circuit att = 0. The active (denoted asPact0) and

leakage (tabulated asPlkg0) power values of the uncompensated circuit shown in the table denote

their maximal numbers over the lifetime operation of the circuit. The column
�D(tlife )Dspec

denotes the

percentage increase in delay due to maximal BTI aftertlife (108s) seconds of stress. The percentage

increase in themaximum leakage and active power values dissipated over the time interval [0,tlife ],

and the overhead in area, over the original design, are shownin the table, for the three approaches.

Table 3.5 indicates that the synthesis approach has a large average area overhead of 26%. How-

ever, the area overhead of the adaptive approach is restricted to the look-up tables, voltage generators

for the additional supply voltages, and the body-bias voltages, and is therefore significantly smaller.

The work in [78] has shown that this overhead is within 2-3% ofthe area of the original design.

Thus, the adaptive approach provides significant area savings as compared with synthesis.

During optimization using the hybrid approach, the resynthesis (technology mapping) phase

causes an increase in the area of the circuit, since the circuit is remapped to tighter specifications.

The column “Reduction” in Table 3.5 indicates that using thehybrid approach, the target delay (att = 0) during the technology mapping phase is only 5% lower than the nominal delay of the circuit,

whereas the target delay (att = 0) using BTI-aware synthesis is� 15% less than the nominal

delay. Expectedly, this small decrease in delay of� 5% can be obtained with a marginal penalty in

area (average value of the order of around 2%) for most circuits9. Hence, this overhead in area is

extremely small, particularly when compared with that using synthesis.

The power numbers shown in the table indicate that while the adaptive and synthesis approaches

have large power overheads, the power overhead using the hybrid approach is extremely small, with

an average increase in active and leakage powers of the orderof around 2-3%, over the wide range

9In reality, the area overhead is slightly higher, since the overhead in creating wells for body
biasing, the look-up tables, and additional control circuitry must be considered. Nevertheless, the
area overhead is still lower than that using synthesis.
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of benchmarks tested. Thus, by combining the advantages of adaptive compensation and BTI-aware

synthesis, we obtain an optimal final design whose area overhead is lower than that of the synthesis

based approach, while the power overhead is lower than that of the adaptive approach, for the same

delay specifications.

3.12.3 Optimal Selection of Look-up Table Entries

For the adaptive approach, the size of the look-up table (thenumber of entries) can be chosen

according to various criteria, as discussed in Section 3.10. In this section, we investigate the impact

of the size of the look-up table on the power and delay of the compensated circuit, using the adaptive

approach. Accordingly, we perform simulations where the circuit is compensated at eight time

points, instead of the 15 times chosen in Table 3.4. The compensation time points correspond to

alternate entries from the look-up table in Table 3.4, and the corresponding(vbn; vbp; Vdd) tuples,

found using Algorithm 4, are shown in Table 3.6.

Table 3.6: Look-up table entries for “des” using a coarse-grained adaptive compensation with fewer
time entries.

Time vbn vbp Vdd Delay Pact Plkg� 108s (mV) (mV) (V) (ps) (�W) (�W)
0.0000 50 150 1.00 342 641 466
0.0004 50 100 1.03 348 680 391
0.0035 0 100 1.06 348 720 378
0.0180 100 100 1.06 349 720 401
0.0600 50 100 1.09 348 762 381
0.1700 0 100 1.12 348 804 363
0.3600 100 200 1.09 348 762 417
0.7500 50 150 1.12 352 804 358
1.0000 355 804 340

As expected, the results indicate that the delay of the circuit is still met at all times, but the

optimal(vbn; vbp; Vdd) tuples, and the corresponding delay and power values, are different from the

corresponding values in Table 3.4. We compare these values by plotting the delay and power as

functions of time in Fig. 3.21. We refer to the adaptive approach with 15 entries in the look-up table

as the “Fine-grained” method, and that with eight entries asthe “Coarse-grained” method. We also

consider an extreme coarse-grained approach, where ABB/ASV is only applied att = 0, to ensure
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that the circuit meets its delay specifications over its lifetime: this can be considered as a look-up

table with only one entry, att = 0, and is referred to as the “One-time” approach. Fig. 3.21(a)

shows the delays for all three of these approaches as a function of time.

By design, all methods meet the delay specification over the circuit lifetime, but as the granular-

ity becomes coarser, the variation in circuit delay over time becomes larger, since the incremental

delay degradation in each interval is higher, requiring larger changes to the (vbn; vbp; Vdd) tuple at

each compensation time point, leading to larger swings forD(ti) belowDspec.

The active and leakage power profiles for the three cases are shown in Fig. 3.21(b), and Fig. 3.21(c),

respectively. These trends show that the peak power dissipation of the circuit over its lifetime, for

both the active and leakage power, increase as the granularity becomes coarser. The fine-grained

approach used in our work, with 15 compensation time points,therefore satisfies the requirements

laid out in Section 3.10, while maintaining a small overheadin terms of the circuitry required for its

implementation.
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3.13 Impact of NBTI on SRAM and Design for Reliability

While the temporal degradation of static CMOS circuits can be offset by transistor sizing [36] or

other methods during design (to account for the decrease in the drain current of the PMOS devices

due to NBTI), memory circuits pose a much greater challenge.Area-speed trade-off solutions do

not work efficiently for SRAM arrays since area is a much greater concern in memory design as

compared to digital CMOS or analog circuit design. Previousliterature that dealt with the effect of

NBTI on SRAM cells, such as [9] and [84], measured the extent of degradation of SNM due to NBTI

with respect to a reduction inVdd. However, our work, the first of its kind, focuses on the temporal

SNM degradation of SRAM cells due to NBTI. We first present simulation results that show the

impact of NBTI on an SRAM device as shown in Fig. 3.22, due to the temporal degradation of

PMOS devices.

Figure 3.22: Six transistor SRAM cell.

3.13.1 Impact of NBTI on SRAM Cells

We perform transistor level simulations on the SRAM cell shown in Fig. 3.22 using BPTM 70nm

and 100nm models [85], using the NBTI model from Section 2.1.The three main parameters

analyzed are read-delay, write-delay and static noise margin (SNM) which is a measure of read

stability. The results are tabulated in Table 3.7 for both 100nm and 70nm devices.

It can be seen from the tables that the read delay is virtuallyunaffected, the write delay improves

marginally, while the SNM of the SRAM cell decreases due to NBTI. The SNM degradation as a

function of jVthj is plotted in Fig. 3.23(a)-(b) for the 100nm and 70nm devicesrespectively. It can
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Table 3.7: Performance degradation (after106s) for a 100nm SRAM cell (Vth = �0:303V ) and
70nm SRAM cell (Vth = �0:22V ) with Vdd = 1V atT = 110ÆC.

100nm cell 70nm cell
Parameter nominal NBTI affected nominal NBTI affected
Read delay 187.6ps 187.6ps 186.6ps 186.1ps
Write delay 45.69ps 45.31ps 40.95ps 40.68ps
SNM 0.1278V 0.1254V 0.1007V 0.0987V

be seen from Table 3.8 that NBTI increases the threshold voltage, which leads to a gradual reduction

in the SNM. This can lead to read stability issues and can potentially cause failures.

Table 3.8: SNM degradation for 100nm and 70nm SRAM cells withVdd = 1V atT = 110ÆC.
100nm cell 70nm cell

time (s) Vth (V) SNM (V) Vth (V) SNM (V)
0 -0.303 0.1278 -0.22 0.1007
1 -0.3039 0.1277 -0.2207 0.1007101 -0.3047 0.1277 -0.2212 0.1007102 -0.3060 0.1277 -0.2222 0.1007103 -0.3083 0.1277 -0.2239 0.1007104 -0.3125 0.1273 -0.2270 0.1005105 -0.3200 0.1267 -0.2324 0.0999106 -0.3333 0.1254 -0.2420 0.0987107 -0.3569 0.1227 -0.2591 0.0964108 -0.3988 0.1174 -0.2896 0.0915

3.13.2 Recovering Static Noise Margin in SRAM Cells

As seen in the previous chapter, the generation of interfacetraps due to negative bias is also accom-

panied by a process of annealing of these traps when the negative bias applied at the gate is removed

Thus, if the voltage applied at the gate of the PMOS device is regularly switched, dynamic recovery

of threshold voltage occurs and thereby significant amount of performance can be recovered. This

concept of performance recovery due to the application of periodic stress and relaxation on the gate

of the PMOS device can be used to improve the SNM of the SRAM cell. Due to the topology of

SRAM cells, one of the PMOS transistors is always turned on while the other one is turned off.

Only one of the PMOS transistors is affected by NBTI if the cell contents are not modified. Hence,
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Figure 3.23: SNM versusjVthj for a SRAM cell simulated atVdd=1.0V andT = 110ÆC using
(i)100nm and (ii)70nm BPTM technology.

Table 3.9: Static noise margin for the SRAM cell.t = 0 t = 108seconds
Non-cell flipping Cell flipping

device SNM SNM � SNM SNM � SNM Recovery
100nm 0.1278 0.1174 -0.0104 0.1205 -0.0703 30%
70nm 0.1007 0.0915 -0.0092 0.0944 -0.0063 29%

if we periodically flip the contents of the cell, the effect can be balanced out. This idea is similar in

theory to applying AC stress on the PMOS transistors as opposed to DC stress, as seen in Fig. 2.30.

As can be seen from Table 3.8, NBTI is a fairly slow mechanism and the amount of degradation

in SNM is noticeable only after105 seconds (� 1.16 days). Hence, it is adequate to flip the contents

of the cell at a frequency of once a day. We hereby present simulation results for our SRAM cell,

assuming a flipping rate of105 seconds. Using the NBTI model in Section 2.1, theVth values, can

be calculated as a function of time. A plot ofjVthj versus time is shown in Fig. 3.24(i)-(ii) for the

100nm and 70nm cells respectively. TheVth values are calculated at different time intervals and a

look up table of SNM versusVth is built by simulating the SRAM at each value ofVth. The SNM

can also be plotted as a function of time and the plot for both the cell flipping and non-cell flipping

case is shown in Fig. 3.25(i)-(ii) for 100nm and 70nm devicesrespectively. It can be seen from

Table 3.9 that cell flipping (at an interval of105 seconds) reduces the amount of SNM degradation

by 30% for both 100nm and 70nm devices after108 seconds (� 3 years).
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Figure 3.24:jVthj versust for periodic stress and relaxation with� = 105 seconds for (i) 100nm
and (ii) 70nm SRAM cell.

Figure 3.25: SNM versus time for cell flipping and non-cell flipping case for (i) 100nm and (ii)
70nm cell.
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3.14 Implementation of Cell Flipping in SRAM Arrays

In this section, we provide an overview of the implementation of cell flipping in SRAM arrays,

which are typically present in cache blocks in a processor. The two main aspects of SRAM cell

flipping are the ability to flip the contents of all cells periodically, and the ability to read and write

data correctly during normal course of operation, and theseare explained in the subsections below.

3.14.1 Periodic Flipping of SRAM Cells

Flipping the contents of all cells every105 seconds can be performed either through software or

hardware.

Software Approach:

In the software approach, a subroutine is written in the system to interrupt the normal operation

of the processor every105 seconds. The subroutine runs from the first addressable location of the

SRAM array till the last location and generates an incremental address. The data from the array is

first read into the processor registers. This data is inverted and written back to the same address.

The address is then incremented and the loop runs till all thecontents are flipped. The advantage of

this approach is that it has zero hardware overhead and can beprogrammed into existing processors

by writing a subroutine that runs every105 seconds. However, for large caches (say L3 caches)

which are far away from the processor, access to a single location may take about 100 clock cycles.

To read the data from every address, invert it and write back takes more than 200 clock cycles per

location. It is unrealistic to run this subroutine over the entire cache since typically L3 caches are

often more than a few megabytes in size.

Hardware Approach:

In the hardware approach, the SRAM array is embedded with additional hardware and control sig-

nals as shown in Fig. 3.26. A one-bit control signal (Flip) with two mutually exclusive states to

indicate cache data access available to the processor and cache data being flipped is used. During

a normal data access in the cache, the address is placed on theaddress bus and is sent to the ad-
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dress decoder through S2 and the corresponding word lines onS3 are activated. In case of a read

operation, the data is read from the SRAM array (S4), and the output of the sense amplifiers is the

final read-data sent to the processor. Writes proceed in a similar manner except that the write-data

is placed on the write-data bus (S7) and is written into the cache. For cell-flipping, the read-data

after the sense amplifiers (S6) is inverted and the negated data (S5) is multiplexed with the actual

processor write-data. A counter capable of generating consecutive addresses (S1) is designed such

that the successive word lines are activated. The data from the bit lines are read, inverted, placed on

the write-data bus and are written back to the same location through S7. The counter clock cycle is

equal to the read access time, plus the write access time, plus the overhead in inverting the data and

placing it on the write-data bus. This process is continued until all addresses are accessed and the

entire data inside the cache is flipped.

Figure 3.26: Hardware implementation showing the additional hardware and control signals to be
added to SRAM arrays for periodic cell flipping.

The hardware approach is much faster compared to the software approach since the data is

flipped locally using inverters and written back through themultiplexers. The total time of flipping

depends on the size of the cache only and not its relative distance from the processor, thereby

providing maximum benefit for L3 caches. Typically, in a processor system, this flipping operation

can be performed when the processor entersstandbymode. This ensures that the normal processor
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operation is not affected and also helps better maintain cache coherence since the data is not being

modified by the processor when it is being flipped internally.Further, since the cache is not accessed

by the processor during standby mode, the impact of NBTI is most significant since the cache

data remains unaltered for long periods of time (due to continuous stress on PMOS transistors).

Hence, maximum savings are obtained during prolonged standby mode of operation. However, if

the processor does not enter standby mode exactly at the timedesired (say every105 seconds), this

flipping mechanism can be performed as soon as the processor enters standby the next time. Further,

the exact time interval of flipping can also be adjusted basedon the feasibility of implementation.

The operating system can be scheduled to perform this task onan everyday (every0:864 � 105
seconds) basis rather than every105 seconds along with other periodic tasks that run everyday.

(Simulations showed that flipping the cells every0:864 � 105s instead of105s gave only a0:2mV

improvement in SNM which implies that the cell flipping mechanism is almost insensitive to small

changes in the flipping interval.)

3.14.2 Read and Write Mechanism Modification for Flipped SRAM Cells

Modifications to the existing read and write mechanism are necessary since the data present inside

the cache is in its inverted state on alternate days. There exist two approaches to ensure that the data

is read and written correctly namely software and hardware approaches.

Software Approach:

In the software solution, when the processor reads the data on alternate days (days when the contents

of the SRAM are flipped), it must flip the contents after it is read. Hence, every read instruction that

fetches data from the cache must be accompanied by a succeeding INVERT instruction to invert the

contents of the read-data bus and interpret it correctly (onalternate days). Similarly, when the data

is being written into the SRAM blocks, on alternate days, theinverted data must be written. Hence

every write instruction is required to be preceded with an INVERT instruction.

Maintaining zero hardware overhead in the software approach ensures that the read and write

access times are unaffected. This technique can be implemented in existing systems by modifying

the compiler. However, this method requires the insertion of an additional instruction before every

134



Figure 3.27: Hardware implementation to ensure correct data read and write in cell flipping caches.

write and after every read instruction. The savings in hardware delays can potentially be offset by

the additional time it takes to execute these INVERT instructions. Further, in the case of direct data

transfer from, say, the L3 to the L2 cache, the data that is transferred to the cache may be incorrect

(if true data is written on alternate days instead of inverted data on alternate days) in the absence of

efficient synchronization between the cache data transfer controller and the processor.

Hardware Approach:

In the hardware solution, the SRAM array is equipped with additional circuit to ensure that the

correct data feeds into the data-bus. This is achieved with the use of additional hardware and control

signals as shown in Fig. 3.27.

The read-data after the sense amplifiers (S6) is inverted to get read-data# (S5). If the hardware

approach shown in Fig. 3.26 is used for flipping the contents,then this signal is already available.

The read-data (S6) and read-data# (S5) signals are then multiplexed using a control signal (Day)

which indicates the current state of data (true or inverter)in the SRAM arrays. The final data that
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comes to the processor is the true data irrespective of the day or state of the cache. Similarly,

for writing data into the cache, the processor always sends the true data on the write data bus.

Internally this data is inverted, and write-data and write-data# (S8) are both fed to a multiplexer

which is similar to the read-mux (controlled by the Day signal). The output of the write-mux (S9)

is multiplexed with read-data# (S5) so as to ensure that inverted data is written during cache data

flipping and processor data is written during normal course of operation.

This scheme can be adopted for any type of cache and does not require compiler modification

to read and write data. The data that is fed into and out of the cache is always the true data and

hence inter-cache data transfer overriding the processor is easily possible. However, the presence of

a multiplexer and an inverter on the read and write critical paths affects the access time for read and

write. This may be significant for small cache blocks which are close to the processor.

It must be noted that the above analysis does not take into account the activity factor in the

caches and the intrinsic healing effect due to flipping of data during processor writes or replace-

ments. While generating a model that reflects the operation of the processor and cache blocks, over

a period of time as large as three years is seemingly impractical, it can still be argued that the above

model rather pessimistically estimates the impact of NBTI on caches (8-9% degradation after 3

years) by not considering the internal cell flipping during normal process operation. Secondly, it

must also be noted that intrinsic processor writes may also affect the external cell flipping recovery

process causing non-uniform stress and relaxation phases on the PMOS devices in the SRAM cell.

Nevertheless, it can be argued that, although caches may be written into frequently, since majority

of the data stored in the caches is either 1 or 0, not every bit in every block of the cache is flipped

during processor writes/replacements. Further, if certain cache blocks are written into extremely

frequently (say at the rate of every 10-100 cycles), the impact of NBTI on these is almost zero,

since there is no chance for interface trap build-up, thereby requiring no recovery measures. Hence,

the above scheme provides a good performance metric as a baseline measure of the performance

recovery obtainable using cache flipping mechanism. The rate of flipping can also be varied in ac-

cordance with the activity of the cache blocks. (L1 caches can flip at a much faster rate as compared

to say L2 or L3 caches).
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Chapter 4

Timing Analysis under Process, Voltage, and Temperature

Variations
In this chapter of the thesis, we consider two aspects of variation-aware timing analysis: one dealing

with nondeterministic parameterized variables, and the other with a nonmonotonous variation in

delays with respect to temperature. While variation-awareanalysis using statistical models have

been researched extensively over the few years, such methods require a prior knowledge of the

exact distribution of the varying parameters, In the absence of such data provided by the foundry,

approximate distributions are assumed, and timing analysis is performed to obtain a cumulative

distribution function (cdf) of the signal arrival times, ofthe various timing critical paths in the

circuit.

This work presents an alternative solution to the problem, one that neither assumes any form

of distribution on the varying parameters, nor does it require us to handle the complexities during

propagation of signal arrival times using such probabilistic density functions, (which lead to ap-

proximations, or inaccuracies). Instead our method relieson the lower and upper bounds of these

varying parameters, which are easier to obtain, and aims to compute the timing at any setting of

the varying parameters through a single timing-graph traversal. This timing analysis framework,

known as parameterized timing analysis, bridges the limitations of both multicorner STA (which

often is criticized as not scalable in terms of the varying parameters, and as being pessimistic and

risky in nature [86] due to the subset of the entire parameterspace considered), and statistical STA

(which is hindered by the inaccuracies during the MAX computation, and the necessity for the exact

distributions of the varying parameters, which may be hard to obtain).

Section 4.1 presents a framework for block-based timing analysis, where the parameters are

specified as ranges - rather than statistical distributionswhich are hard to know in practice. This

approach is accurate at all values of the parameters within the specified bounds, and not just at the

worst-case corner. This allows the designers to quantify the robustness of the design at any design

point. This approach is validated on circuit blocks extracted from a commercial 45nm microproces-

sor, and the results are detailed in Section 4.5.
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The effects of temperature on gate delay variations are becoming especially acute in nanoscale

technologies. Elevated temperatures reduce both the threshold voltage and the carrier mobility; de-

pending on which of these wins out, gate delays may increase,decrease, or vary nonmonotonically

with temperature. Consequently, the worst-case delays fordifferent gates, or different blocks, may

correspond to different temperatures. Further, these worst-case conditions may be in the interior of

the allowable range, rather than at a “corner”. The latter part of Chapter 4 details a procedure for

finding the worst-case delay of a circuit under thermal variations, first by finding the corresponding

value for a block (Section 4.7.2), and then by formulating anoptimization problem that finds the

most critical path (Section 4.9) across the circuit, at the full-chip level. Our results in Section 4.9.2

indicate that the method can reduce the pessimism associated with a worst-case approach in deter-

mining the delay of a circuit.

4.1 A Framework for Timing Sensitivity Analysis

Microprocessors are designed under nominal or typical conditions where process parameters are

assumed to be at their nominal values. Unlike ASICs, which are designed under worst-case as-

sumptions, microprocessor designers have relied upon at-speed testing of manufactured parts to

grade parts by frequency, with higher frequency parts selling at higher prices. However, due to

increasing levels of parameter variations, as well as aggressive design styles that strive for the best

performance at the lowest power, designing at the nominal point causes surprises in silicon [87].

Often paths with large positive slacks turn out to be speed limiting in silicon. Further, from a design

perspective, ordering paths by nominal slack, as is customary, does not provide a complete prioriti-

zation of paths to work on. For example, the slack distribution1 of paths in a modern microprocessor

is as seen in Fig. 4.1.

Due to power performance trade-offs, a steep timing ”wall” is created, where a large number of

paths have the same slack. When the first silicon arrives, it may so happen that the drive strength

of certain kinds of devices - for example, low power devices -turns out to be lower than what was

assumed during design. As a result, paths that are more susceptible to variations in this device type

are likely to show up as speed limiting in silicon, necessitating costly design re-spins. In the above

1Slack values are normalized with respect to the FO4 delay of an inverter, throughout the paper.
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Figure 4.1: CDF (cumulative density function) of the slack of the top 1000 paths on a design block:
(a) shows the nominal slack while (b) plots the sensitivity in slack, i.e.,� slack when the drain
currentId of low power devices is 20% weaker.

example (Fig. 4.1), however, if in addition to nominal slacks the slack sensitivity of paths to the

drive strength of the low power devices were available, it would have been possible to fix paths

that are very sensitive to the drive current variations of this particular device before tape-out. Here,

by slack sensitivity we mean the change in slack for a given change in a parameter. For example,

the slack sensitivity distribution of the same set of paths,when the drive current of all low-power

devices is weaker by 20% is shown in Fig. 4.1(b). Note that thesteep timing wall now has a finite

slope when viewed from a sensitivity perspective - paths that appeared equivalent in terms of slack

appear different in terms of sensitivities. Thus, by takinginto account the nominal slack and the

sensitivity of the slack to parameters in conjunction with the amount of variations in the parameters

- often specified as a range, rather than a statistical distribution - a more effective prioritization of

paths to work on can be provided to the designer.

4.2 Problem Statement

In this work, we propose a block-based algorithmic framework for solving the following problem:

Given a set of parameters and their ranges (bounds), computeaccurate arrival times (slacks) for

all settings of the parameters within the specified ranges ina single timing run. This allows us to

compute the arrival time (slack) sensitivity at any given point - within the range of variations - by
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simply querying for timing information in the neighborhoodof the point. Even though the nominal

values are specified as numbers they are not exact and are besttreated as ranges. From Fig. 4.1(b),

it can be seen that this framework allows us to compute the change in slack - slack sensitivity - for

any variation in drive current within the 20% bound.

It is generally accepted that block-based techniques have certain advantages over path-based

methods, fast run times, incrementality and timing aware optimization, etc., and is the method of

choice in industrial timing analyzers. We distinguish our approach from block-based SSTA [47,48]

which assumes that the distributions and their correlations are knowna priori. This is usually not the

case, but the bounds or ranges of parameters are easier to obtain. Further, certain parameters such

asVdd and Miller Coupling Factors (MCF) are not statistical in nature, and are therefore naturally

described in terms of ranges. Recently, a block-based static timing algorithm that also works with

parameter ranges was presented in [88]. The primary goal of that work was to preserve the accuracy

at only the worst-case corner. To achieve this goal, the arrival time sensitivities to the parameters

were adjusted during the output arrival time computation. As a result, the arrival times at non-

worst-case settings were not accurate (we show this later onin Table 4.5.3). Our goal in this work

is different: we wish to compute accurate timing at all points, not just the worst-case point. This

enables us to compute the sensitivity of a timing parameter by evaluating the timing at two different

points in the parameter space and computing the change in thetiming quantity.

4.3 Previous Work and Limitations

In this section, we briefly describe a previous approach [88]that provides an upper bound on the

worst-case arrival times over all settings of the parameters within a specified range. Suppose the

delay of a gate depends onn independentparameters, denotedp1; : : : ; pn. Assuming a first order

variation model, the delayd can be written as:d = d+ nXi=1 aiXi (4.1)

whereai is the delay sensitivity to some parameterpi, andXi is the normalized variable ofpi s.t.�1 � Xi � 1 for all i = 1; : : : ; n. We refer to (4.1) as the delay hyperplane. We assume that
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the physical parameters such as channel lengthL, Vdd, etc. have been transformed into the abstract

parametersXi by means of the affine transformation as described in [88, 89]. We useX to denote

the set of points in the hypercube defined by�1 � Xi � 1. Since the arrival time at the output

node of a timing path is simply the summation of delays along the path, we express the arrival timeA at the output node, as the arrival time hyperplane:A = A+ nXi=1 biXi (4.2)

whereA is the nominal arrival time. Thus, the arrival time at the output node of a path has a simple

representation that faithfully captures the sensitivity of the path to the parameters, given by thebi
terms in (4.2).

However, such a simple linear representation of arrival times is not helpful for computing sen-

sitivities when many paths converge on a node. Consider the scenario depicted in Fig. 4.2 which

shows four different paths with different arrival times (denoted asA1,A2,A3, andA4 respectively),

and different sensitivities to some parameterXi. If these four paths converge at the same node, the

arrival time at that node is given by the max of the arrival time of the four paths, and unlike (4.2),

the arrival time is a nonlinear function of the parameters.

A1
A1

A1
A1

A1
A1

A2A2 A2A2A2A2 A3A3 A3A3A3A3 A4A4 A4A4A4A4 AT ATAT

-1 -1-1 +1 +1+1 Xi XiXi
(a) (b) (c)

Figure 4.2: MAX arrival time (AT) of four paths shown in (a) using: (b) a bounding hyperplane
based on [88] and (c) an exact piece-wise planar representation.

The maximum arrival time (AT) at the nominal value ofXi is given by path 2 (hyperplaneA2).
However, if the parameter changes by -0.5, path 1 is the dominant path whereas if the parameter

changes by +0.7, path 3 is the dominant one. Therefore, we require a representation of arrival times
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that is faithful to the fact that different paths dominate for different settings of the parameters, and

as a result gives the correct arrival time for any setting of the parameters.

One representation of the arrival times in the presence of a max function is to use a bounding

hyperplane as shown by the dotted line in Fig. 4.2(b) (In one dimension it is a line.) [88]. The

authors of that work propose an algorithm that provides a tight upper bound on the worst-case

arrival time value at the node. The advantage of this method is that the representation is still linear

and canonical. This also ensures that the worst-case delay of the circuit is an upper bound on

the true delay of the circuit. However, as mentioned in the introduction, in microprocessor design

we are interested in the sensitivities around a design pointrather than the worst-case delay. As

Fig. 4.2 shows, the bounding hyperplane is significantly inaccurate at non-worst-case settings of

the parameters, particularly around the nominal value, since it is designed to be tight only at the

worst-case corner. Further, no information as to which pathis dominant and under what conditions

is provided. However, if we relax the requirement that we propagate only a single arrival time

hyperplane, then a piecewise-planar representation of theMAX function is possible (as shown in

Fig. 4.2(c)). We allow a set of hyperplanes such that each oneof them is the maximum hyperplane

for some setting of the parameters within the allowed ranges. Intuitively, each hyperplane represents

a path up to that node in the timing graph.

Thus, we seek a means of determining a subset of paths converging at every node, such that the

arrival time hyperplane corresponding to every path in the subset contributes to the MAX function.

In this context, for a set ofm arrival time hyperplanes given by:Aj = Aj + nXi=1 bjiXi; j = 1; : : : ;m (4.3)

we say that a hyperplaneAj is prunable if and only if:

max(A1; : : : ; Aj ; : : : ; An) = max(A1; : : : ; Aj�1; Aj+1; : : : ; An) (4.4)

For example, in Fig. 4.2(c),A4 can be pruned because it does not contribute to the MAX func-

tion (shown by the dotted line). A set of hyperplanes is said to be irreducible if no hyperplane in the

set is prunable. Applying this definition to the four paths inFig. 4.2(a), we see that the three hyper-
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planesA1, A2, A3 form an irreducible set and the MAX is shown by the dotted linein Fig. 4.2(c)

which forms a piece-wise linear representation (piece-wise planar in higher dimensions). While

this raises the possibility of exponential blow up in the number of hyperplanes under the worst-case,

since every path (there are exponential number of paths in the worst-case) could become critical at

some setting of the parameters, we show in Section 4.5 that this is not the case on practical industrial

designs.

We mention in passing that recently in [89], a branch and bound method was proposed to com-

pute the exact worst-case path delay using the method of [88]to provide the bounds required to

prune the search space. While the method could be adapted to compute the circuit delay at any set-

tings of the parameters, it involves searching through the path space any time the parameter setting

changes. Further, the run time depends on the quality of the upper bounds. As shown in Fig. 4.2(b),

the upper bound can be very loose at non-worst-case settingsof the parameters, particularly at the

nominal corner. Finally, this method does not explicitly provide us with a technique for determining

under what conditions a particular path could become the most critical, something that is useful for

the designers to know.

4.4 Propagation of Arrival Times

The basic operations of static timing analysis are SUM and MAX operations. Given a set of hyper-

planesA1 at the input of a gate, and a delay hyperplaned12 from the input node to the output node,

the output hyperplaneA2 is given by:A2 = Aj + d12jAj � A1 (4.5)

Thus, the SUM operation is canonical and the cardinality of the output hyperplane is equal to that

of the input hyperplane, i.e.,jA2j = jA1j.
However, for a MAX2 operation, given a set of arrival times at the inputs of a gate, the arrival

time at the output of the gate is the union of the sets of arrival times at the inputs. We refer to the set

2The algorithms described in the paper can be adapted for the MIN operation in a straightforward
manner.
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of hyperplanes at the output node asU = A1; : : : ; Am. We must perform a pruning operation onU
to determine a setA � U (ideallyA would be irreducible). Such a pruning operation is necessary

in order to ensure that the number of hyperplanes on every node does not increase exponentially as

we perform a forward propagation of arrival times along the timing graph.

Two different ideas are explored in this regard, leading to five different algorithms. The two

pruning strategies are explained below.

4.4.1 Pairwise Pruning

Given two hyperplanesA1 andA2, we writeA2 � A1 if A1 �A2 � 0 for all values ofXi inX:A1 �A2 + nXi=1 (b1i � b2i)Xi! � 0 (4.6)

which is always true if: A1 �A2 �  nXi=1 (jb1i � b2ij)! (4.7)

Given two hyperplanesA1 andA2, we have one of:

1. A1 � A2, in which case we pruneA1
2. A2 � A1, in which case we pruneA2
3. neither of the above is true, in which case we retain bothA1 andA2

4.4.2 Feasibility Check Based Pruning

The pairwise pruning strategy described above does not guarantee that the setA is irreducible. This

can be illustrated by Fig. 4.2 whereA4 will not be marked as nonprunable (using an algorithm based

on Section 4.4.1), since (4.6) does not hold for any hyperplane that is compared withA4. In order

to determine if a hyperplane inU is prunable or not, it must be simultaneously compared with all

other nonprunable hyperplanes inU. Thus, to determine if a hyperplaneAj in U can be pruned,
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the following condition must be satisfied:Aj � Ak;8k = 1; : : : ;m; k 6= j�1 � Xi; i = 1; : : : ; n
has no feasible solution (4.8)

4.4.3 Exact Algorithms for Pruning Events During MAX Comput ations

Based on the above two pruning strategies, we present threeexactalgorithms to prune events. The

word exact is used to distinguish these algorithms, since the arrival times computed at any node

using these algorithms is accurate.

1. PAIRWISE: The pairwise pruning strategy (Section 4.4.1)is used to determine prunable

events. Since, the condition to prune events in (4.6) is sufficient but not necessary, the al-

gorithm does not produce an irreducible set, resulting in some redundant events being carried

forward. However, it is fast, and the pairwise checking ofm events can be performed inO(m2) time. The algorithm for PAIRWISE pruning is outlined in Algorithm 6. The PAIR-

WISE pruning algorithm begins with the setU, and initially assumes that all the hyperplanes

inU are nonprunable. A hyperplane inU is compared with all other nonprunable hyperplanes

inU and if it is not prunable, it is added to the setA.

Algorithm 6 PAIRWISE pruning.
1: fU = A1; : : : ; Amg
2: A = fg
3: Mark all hyperplanes non-prunable
4: for i = 1 : m do
5: If Ai is marked pruned continue
6: for j = 1 : m do
7: If Aj is marked pruned continue
8: If Aj � Ai markAj pruned
9: end for

10: end for
11: Add all non-prunable hyperplanes toA

2. FEASCHK: The feasibility check based pruning strategy (Section 4.4.2) can be applied on
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events to produce the true list of nonprunable or dominant events. Algorithm 2 outlines

the FEASCHK pruning strategy. Since feasibility checking is supported by all LP (linear

programming) solvers, we use the commercial optimization package CPLEX [90] which per-

forms feasibility checking efficiently. We note that the algorithm is inherently parallelizable

since the feasibility check for each hyperplane can be performed in parallel, if a multipro-

cessor machine were available. Also, unlike the method in [89], FEASCHK can easily be

adapted to find a point inX where a given hyperplane (path) is nonprunable (critical).

However, this process potentially involves solving an expensive linear program on every event

at every node, and hence may lead to larger runtimes3 in comparison with PAIRWISE.

Algorithm 7 FEASCHK pruning.
1: fU = A1; : : : ; Amg
2: A = fg
3: Mark all hyperplanes non-prunable
4: for i = 1 : m do
5: If Ai is marked pruned continue
6: Formulate (4.8) and check for feasibility
7: fOnly includeAk not markedg
8: if Solution to (4.8) is feasiblethen
9: A = A [Aj

10: else
11: MarkAj as pruned
12: end if
13: end for
14: Add all non-prunable hyperplanes toA

3. PAIRWISEFEASCHK THRESH: In order to optimize the runtime spent in determining the

set of hyperplanes to propagate, FEASCHK algorithm can be applied selectively. If the

number of hyperplanes on the node exceeds a certain user-specified thresholdN , we ap-

ply FEASCHK; else the PAIRWISE algorithm is used to prune thehyperplanes. This implies

that some redundant hyperplanes that can be pruned are carried forward, until the threshold

is reached.

3Although the complexity of FEASCHK is also of the order ofO(m2) (since the complexity of
linear programming isO(mn) for m equations inn unknowns), i.e., the same as that of PAIRWISE,
the constants are significantly higher.
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4.4.4 Exploring Run-Time Accuracy Trade-offs

While the algorithms described in the previous subsectionsare exact, the runtime depends on the

nature of the logic cone and the number of parameters considered. In the worst-case, the runtimes

could be exponential since the number of hyperplanes carried can increase exponentially. We now

describe two methods which trade-off accuracy for runtime.

A Soft-Pruning Strategy

The PAIRWISE pruning strategy can often be inefficient, leading to an exponential blow-up in the

number of nonprunable hyperplanes, if most of them cannot bepruned using (4.7). Instead, if we

relax (4.6) as follows, then additional pruning can be achieved:A1 �A2 + nXi=1 (b1i � b2i)Xi! � �; � < 0 (4.9)

Intuitively, this implies that we markA2 as prunable even if it can exceedA1 by a small amount,

for some setting of the parameters. In order to account for the fact that pruningA2 may lead to an

inaccurate timing estimate at some setting of the parameters, we raise hyperplaneA1 by increasing

its nominal arrival time , by the minimum amount required for(4.6) to be satisfied. This not only

allows us to pruneA2 but may also allow several other planes to be pruned by the raised hyperplane

of A1, thereby considerably decreasing the number of hyperplanes that must be propagated.

There is a trade-off between the number of hyperplanes pruned and the pessimism in the actual

arrival time numbers due to raising some of the hyperplanes,based on the value of�. However,

in practice, a small value of�, (-0.5% ofA1, based on our experiments) provides a considerable

speedup without significantly overestimating the arrival times. In order to ensure that the increase

in the nominal arrival times (due to the raising a hyperplane) does not get cascaded during forward

propagation, an upper bound may be placed on the maximum amount by which a hyperplane can be

raised. In our implementation, we use this idea of a soft threshold for pruning our hyperplanes as a

preprocessing stage to reduce the cardinality ofU, before applying FEASCHK. Each hyperplane is

allowed to be raised at most once during PAIRWISE pruning if (4.9) is true but (4.6) is still false.

This algorithm is referred to as PAIRWISESOFTPRUNEFEASCHK.
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Shrinking Hypercube Method

We now describe a method that allows accuracy to be traded-off for runtime by limiting the number

of hyperplanes carried. This idea is explained in Fig. 4.3 where four hyperplanes in an irreducible

setA are shown.Xi is in [-1, 1] as before. However, ifXi is restricted to lie in [-0.5, 0.5],A1
andA4 are prunable as shown in Fig. 4.3(b), while at the nominal value ofXi (interval size is zero)A1, A3, andA4 are all prunable. Thus, by reducing the size of the range of parameters, fewer

hyperplanes required to be propagated. Hyperplanes that are not prunable outside the range are

replaced with a bounding hyperplane using the method of [88]. While this method is pessimistic

outside the reduced range ofXi, it is faster since fewer hyperplanes are propagated. Further, by

preserving accuracy within the reduced range which is centered on the nominal point, the arrival

times around the nominal are still calculated accurately.

(a) Four nonprunable hyperplanes
(A1; A2; A3; A4). (b) Shrunk hypercube for the four

planes in (a), given by -0.5� Xi �
0.5, such that onlyA2 andA3 are
nonprunable.

Figure 4.3: Shrinking hypercube method.

More formally, for every node we have a triple consisting of the nonprunable hyperplanes, the

hypercube where the hyperplanes are nonprunable, and a bounding hyperplane which is an upper

bound of all the hyperplanes at that node. Consider anm input gate, s.t. at each input we have

the triple: < A;Xa; B > whereA is an irreducible set,Xa is the set of points in the reduced

hypercube given by�1 � Xi � 1; i = 1; : : : ; n andB is the bounding hyperplane. To compute the
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triple at the output, we start with the initial triple< U;X0;Ub > whereU = [Aj; j = 1; : : : ;m,X0 is the smallest hypercube from the inputs, and is given byX0 = \Xaj; j = 1; : : : ;m, andUb = B1; : : : ; Bm. We pruneU such that the number of nonprunable hyperplanes is less than

the user specified threshold. We do this by iteratively shrinking X0 if necessary (by some delta),

and the algorithm, denoted as SHRINKHYPERCUBE is detailed in Algorithm 4.4.4. A bounding

hyperplaneB onUb is also computed using [88] or other such methods.

Algorithm 8 SHRINK HYPERCUBE pruning.
1: f(Inputs:U;X0;Ub; N )g
2: f(Outputs:A;X; B)g
3: fU = A1; : : : ; Amg
4: fUb = B1; : : : ; Bmg
5: fN = maximum number of nonprunable hyperplanes allowedg
6: fX0 = Initial hypercubeg
7: Apply FEASCHK algorithm with bounds onX fromX0, to obtain the irreducible set ofA
8: while size(A > N ) do
9: Shrink hypercubeX0 by �

10: Apply FEASCHK with new bounds onX to obtain the new irreducible set ofA
11: end while
12: Compute bounding hyperplaneB onUb

The SHRINKHYPERCUBE method is equivalent to FEASCHK whenX is in [-1, 1], and

reduces to the method in [88] ifN = 1. This algorithm can be extended to shrink each dimension

by different amounts and to also use some form of binary search in thewhile loop in Algorithm 4.4.4.

4.5 Simulation Results on Microprocessor Blocks

In this section, we present simulation results obtained on a45nm based commercial microprocessor

design. Global variations in four different parameters types, namely supply voltage (Vdd), Miller

Coupling Factor (MCF), channel length of NMOS transistors (Ln), and channel length of PMOS

transistors (Lp), are considered.Ln is divided into two different types, based on whether the device

is nominal or low power, and further into three types based onlayout dependent information. These

six types are denoted asLn1, Ln2, Ln3, Lnlp1, Lnlp2, andLnlp3 accordingly (lp indicates that the

device is of low-power type). Similarly,Lp is further divided into six different typesLp1, Lp2,Lp3, Lplp1, Lplp2, Lplp2, andLplp3. Each of the individualL parameters is now assumed to vary
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independently of each other, thereby resulting in 14 different parameters (12L types, MCF, andVdd). The ranges of these parameters are shown in Table 4.5.

Table 4.1: Range of variations for parameters.
Parameter (total of 14) Range of variationsVdd 0 to -18%Ln andLp (12 different types) �10%
MCF �33%

The bounds on these parameters are provided as an input to thetiming engine. We found that the

delay is linear in the parameter variations within these ranges. The library characterization flow has

been enhanced to compute the delay sensitivities on all timing arcs with respect to each of the above

parameters as a function of input slopes and output loads. The pruning algorithms described in

Sections 4.4.3 and 4.4.4 are applied on four different design blocks. Table 4.5 presents information

about the benchmark circuits. The timing engine is implemented in C++, with an interface to

CPLEX [90], to perform FEASCHK pruning. The arrival times are computed for RISE and FALL

transitions at the MAX and MIN modes as is typical in a static timing tool.

Table 4.2: Benchmark information for microprocessor design blocks.
Block 1 Block 2 Block 3 Block 4

No. of Registers 623 1086 2510 1021
No. of Nodes 21425 22384 40972 50599
No. of timing arcs 14143 10044 16879 46647

4.5.1 Run-time Comparisons

The runtimes for performing a forward propagation on the timing graph computing the set of ir-

reducible arrival time hyperplanes on every node are shown in Table 4.5.1. The runtime numbers

are relative to nominal timing, where the hyperplane with the largest (smallest) arrival time at the

nominal point for MAX (MIN) analysis is propagated.
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Table 4.3: Run-times (relative to nominal) with 14 parameters.
Method Block 1 Block 2 Block 3 Block 4
PAIRWISE -4 1.20X 1.15X 1.69X
FEASCHK 14.11X 1.67X 1.40X 1.74X
PAIRWISE FEASCHK THRESH5 14.44X 1.20X 1.16X 1.76X

The results indicate a significant difference between the runtimes on Block 1 versus the other

blocks. As shown in Fig. 4.4, this is because there are a largenumber of reconvergent paths in Block

1 and consequently a larger fraction of nodes that contain 100 or more hyperplanes. Evidently, since

Blocks 2 - 4 consist of fewer critical paths that remain critical over all settings of the parameters, the

runtime increase is extremely small, particularly in comparison with a multicorner timing analysis

method, where the runtime is linear in terms of the number of corners chosen, and can potentially

be exponential in terms of the number of parameters.
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Figure 4.4: CDF of the number of hyperplanes on the four blocks for MAX operations, performed
using FEASCHK.

It is also interesting to see that, for Block 1, PAIRWISE takes an order of magnitude more

runtime than FEASCHK although the complexity of PAIRWISE isless than that of FEASCHK,
4This run did not finish due to insufficient memory on a machine with a 3GB RAM, with 10-20

nodes yet to be pruned, and propagated. The total runtime until that run however was already over
50X. Expectedly, the largest fraction of the runtime is spent on these final few nodes, where the
logic cone converges at the register, and these nodes had aroundO(1000) hyperplanes each.

5Using a threshold of 50, i.e., use FEASCHK to prune if number of hyperplanes exceeds 50, and
PAIRWISE otherwise.
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which can be explained as follows. Since PAIRWISE is a sufficient but not a necessary condition

for pruning, it carries forward a significant number of prunable hyperplanes, which has a cascading

effect as the hyperplanes are propagated through the circuit. FEASCHK on the other hand does

more work to find truly prunable hyperplanes at every node andthe number of hyperplanes it carries

forward is therefore significantly reduced. For example, there were 93 nodes that had more than

1000 hyperplanes with PAIRWISE whereas there were only 15 such nodes with FEASCHK.

The runtime scaling with number of parameters is compared byplotting the relative runtimes

(with respect to nominal) for cases of 4 parameters (obtained by lumping the sixLn types and sixLp types intoLn andLp respectively), 8 parameters (nominal and low power types are lumped into

a single type), and 14 parameters. The results are shown for Block 1 in Fig. 4.5. The results indicate

that both FEASCHK and PAIRWISEFEASCHK THRESH show better scaling of runtimes with

respect to the number of parameters, as compared to PAIRWISE.
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Figure 4.5: Run-times are shown for a test-run where some of the primary input arrival times were
adjusted differently from that used in Table 4.5.1 and otherexperiments, so as to let the PAIRWISE
run complete.

To summarize, our experiments on the four circuit blocks indicate that PAIRWISEFEASCHK THRESH

provides significantly better runtime performance over thePAIRWISE method for circuits with large

number of hyperplanes (as seen in Block 1). At the same time itperforms better than FEASCHK

on Blocks 2-4. Thus, it is the method of choice for performingexact pruning of arrival time hyper-

planes. Since Block 1 has large number of equally critical paths, we focus on that block in the rest

of the section.
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4.5.2 Approximate Methods

In order to explore runtime accuracy trade-offs, the SHRINKHYPERCUBE method, described

in Section 4.4.4 is applied on Block 1 for different values ofN , whereN denotes the maximum

number of hyperplanes that can be propagated on every node. The runtimes and the smallest size

of the hypercube, computed across the inputs of the 623 sequential gates in the design, for the case

of 14 parameters, are shown in Table 4.4. A step-size of 0.25 is used to shrink the hypercube in

each iteration. The runtimes are compared with respect to the FEASCHK runtime in Table 4.5.1.

The results indicate a good trade-off between the runtimes,the thresholdN , and the size of the

hypercube (denoted in Section 4.4.4 bya, where�a � Xi;� a; i = 1; : : : ; n).

Table 4.4: SHRINKHYPERCUBE method on Block 1 with 14 parameters.
No. of hyperplanes allowed Speedup over FEASCHK Size of hypercube
50 0.69X 0.25
100 0.74X 0.25
200 0.83X 0.50
400 0.93X 0.75
800 0.99X 0.75

A cdf of the size of the hypercube for each of the timing cones6 in Block 1 is shown in Ta-

ble 4.5, for the case whereN was set to 100, in the SHRINKHYPERCUBE algorithm. The results

indicate that more than 95% of the timing cones have a hypercube of size 1, implying less than 100

hyperplanes on them, and hence the arrival times computed onall these cones are exact, for any

setting.

Table 4.5: Distribution of the hypercube size on Block 1.
Size of hypercube No. of cones Cumulative %
0.25 2 1.19%
0.50 2 2.38%
0.75 51 3.28%
1.00 1619 100.00%

To further explore runtime accuracy trade-offs, the PAIRWISE SOFTPRUNEFEASCHK al-

6A cone is a set of combinational gates in the transitive faninof a sequential element.
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gorithm, explained in Section 4.4.4 was applied on Block 1. The results are compared with FEASCHK

algorithm in Table 4.6. The table shows a reduction in the maximum number of hyperplanes on a

node by a factor of three, when compared with FEASCHK. Accordingly, a 33% speedup over

FEASCHK is obtained at the expense of a small overestimation(maximum of 1.6%) in the nominal

arrival times.

Table 4.6: Results for PAIRWISESOFTPRUNEFEASCHK on Block 1 with 14 parameters.
FEASCHK PAIRWISE SOFTPRUNEFEASCHK

Run-time 14.11X 9.58X
No. of hyperplanes on the largest cone 948 382

4.5.3 Slack Computation

We briefly explain how we compute the slacks at the inputs of the sampling registers on a cone in a

block. In our framework, the arrival times at the data and clock inputs of the sampling register are

irreducible sets of hyperplanes denoted asAd andA
, respectively. The required arrival time at the

data input of the sampling register is given by:Rd = Aj
 + T � SjAj
 2 A
 (4.10)

whereT is the cycle time andS is the setup time. We do not consider the setup time variations in

this work. On all our benchmarks, the cardinality ofA
 was one since there was no fanin in the

clock network. The margin at the data input of the register isgiven by:Md = Rid �Ajd jAjd 2 Ad; Rid 2 Rd (4.11)

Thus, (4.11) can be computed inO(jAdjjRdj) time. Md may be further pruned using the tech-

niques in Section 4.4.3.

In order to evaluate the sensitivity of the slack of the various paths to parameter variations, we

first compute the set of irreducible slack hyperplanes at thedata input of each of the registers on

Block 1, for the case of 14 parameters. We now consider the cone with the highest number of irre-
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ducible slack hyperplanes on Block 1 (948 hyperplanes). Table 4.5.3 shows the slacks (computed as

a minimum of the margins of the 948 irreducible hyperplanes)at different settings of the parameters,

(none of which are worst-case), the settings being:

1. nominal values of all parameters (Nominal)

2. all devices 5% faster (FastL)

3. lowVdd, high MCF (LowVdd, High MCF)

4. certain layout type devices being 5% slower due to lithography effects during frbrication.

(Slow Layout)

5. low power devices being 5% slower (Slow Low Power).

6. all parameters at their worst-case (Worst-Case).

The slack at each of these settings is significantly different from the nominal slack, demonstrating

that paths have different sensitivities and the ability of our method to predict that.

Table 4.7: Slacks at different settings of the parameters.

Setting Normalized Slack Delta Slack w.r.t. Nominal AT Overestimation using [88]
Nominal -0.16 - 24.42%
FastL +0.64 +0.80 33.21%
Low Vdd, High MCF -1.13 -0.98 20.23%
Slow Layout -0.74 -0.58 17.47%
Slow Low Power -1.45 -1.29 17.57%
Worst-Case -5.28 -5.12 0.00%

We also compute the upper bound on the arrival times (AT) at each of these settings using the

upper bounding hyperplane method in [88] in order to determine the extent of pessimism induced by

using such an upper bounding method, and the results are shown in the last column in Table 4.5.3.

Expectedly, at the worst-case corner setting, the arrival time computed using [88] is exact, and there

is no overestimation, whereas at other settings of the parameters, particularly at the nominal, the

arrival times computed using [88] are higher by as much as 20-30%.
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Fig. 4.6 shows the plot of the nominal slacks versus the new slack computed at some point inX for the 948 hyperplanes, determined such that the path marked with a P in the figure, which has

a large nominal slack, becomes the most timing critical at that setting. The setting corresponded

to a nominalVdd, close to worst-case MCF, certain layout transistor types being fast, others being

slow, and some of which were not at their extreme values in therange. The set of paths that are

encircled are the most sensitive when the parameters changefrom nominal to this particular setting.

Note that this information is not obtained in current timingflows based on nominal slacks. In this

case, the path marked with a P would not have been considered critical. However, in our flow we

can compute the slack at any setting of the parameters, thus enabling a what-if analysis.
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Figure 4.6: Slacks at a different setting ofX such that the path (marked P) in the figure, with a
relatively large nominal slack becomes the most timing critical.
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4.6 Timing Analysis under Mixed Temperature Dependence

The traditional assumption that has guided timing analysisis that the delays of library cells increase

monotonically with temperature, due to a decrease in the mobility of transistors, and therefore,

the drain current. This phenomenon is commonly referred to as negative temperature dependence

(NTD). However, with transistor scaling and the use of lowersupply voltages, the effect of thermal

variations on the transistor threshold voltage (Vt) has also begun to significantly affect delays. An

increase in temperature causesVt to decrease, and the drain current to increase. In other words,

elevated temperatures affect the drain current in oppositeways.

More concretely, the drain current,Id, of a transistor can be expressed in the form:Id = �(T )CoxWL (Vgs � Vt(T ))� ; (4.12)

where the terms have their usual meanings [91]. The delay of agate varies inversely withId, i.e.,

higher values ofId correspond to lower gate delays, and vice versa. Thermal variations can affectId in two ways:� The mobility, �, of charge carriers in a transistor reduces with increasingtemperature,T ,

according to: �(T ) = �(T0)� TT0��m (4.13)

whereT0 is the room temperature (typically, 300K), andm > 0 is the mobility temperature

exponent, with a typical value of1:7 in highly doped silicon, and1:4 in nanometer-thin silicon

layers, where boundary scattering becomes important [92].This reduction in� lowersId.� The threshold voltage of a transistor,Vt, decreases with increasing temperature along the

trajectory Vt(T ) = Vt(T0)� � (T � T0) (4.14)

where� > 0 is the threshold voltage temperature coefficient with a typical value of 2.5mV/K

[93]. This trend makes it easier for a transistor to switch onas temperatures rise, and implies

a tendency for increased values ofId.
It is clear that the two phenomena above have opposite effects onId, and therefore, the gate delays,
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and the trend of delay with temperature depends on which of the two is more dominant. For certain

operating conditions, such as in lowVdd circuits, or circuits that use low-Vt cells, the increase in

drain current due to a reduction inVt can outweigh the reduction in mobility, creating a scenario

where the delay may decrease with temperature (an effect known as positive temperature depen-

dence (PTD) or inverted temperature dependence (ITD)), or may change nonmonotonically with

temperature (i.e., mixed temperature dependence (MTD)) [49–51, 93]. Even the same gate type

may show a mix of various types of temperature dependence, depending on the capacitive load and

the input slew rate. The net result is that it is no longer possible to assume that the maximum circuit

delay occurs at the highest temperature, for a given processand voltage corner, as documented in

Section 4.7.2.

In previous work, it has been suggested that to reduce computational runtimes associated with

multicorner timing analysis, the circuit may be timed at a fixed setting, and the timing at each other

settings is computed using derating factors [94], based on the sensitivities of the circuit delays to the

varying parameters. Other approaches such as [41, 88, 95] assume that the delay can be expressed

as a linear function of the varying parameters, and the first order delay-sensitivities computed about

the nominal setting, and perform timing analysis to determine the delays at other settings. However,

we show results indicating that under mixed temperature dependence, the variation in the delay of

the circuit with temperature is not only nonlinear and nonmonotonic, but also distinct for differ-

ent settings of process, and supply voltage. This renders such corner-based and sensitivity-based

techniques ineffective.

The work in [49] handles ITD by determining the maximum delayof each gate, based on its

loading conditions, over the full range of operating temperatures. These delays are added for all

gates along a path to obtain the worst-case delay of the path,assuming the temperature of each gate

in the design to be independent of the others. As a result, thecomputed delays can correspond to

significantly different temperatures, even for neighboring gates. However, it is well-known, and

documented in [96,97], that over a circuit block, the spatial variation of temperature is gradual. The

method of [49] is oblivious to this fact, and may well assign worst-case delays to adjacent gates,

even though these delays are achieved at vastly different temperatures. This implies that while such

an approach provides an upper bound on the delay, this bound may be pessimistic.
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An alternative, as proposed in this work, factors in the spatial relationships associated with

an on-chip temperature profile. Unlike [49], we assume the temperatures of all gates within a

circuit block to be the same, while allowing the temperatureof each individual block is expected

to vary with time, considering changes in the power density under differing workload conditions,

environmental effects, etc, subject to thermal and power constraints. This approach reduces the

pessimism in [49] by imposing additional realistic constraints that capture the spatial variations in

temperature across blocks, as documented in Section 4.8.

Noting that the maximal delay of the circuit can occur at any intermediate temperature, we

enumerate the delays at multiple temperatures during static timing analysis (STA), and thereby de-

termine the maximal delay, and the corresponding operatingtemperature. However, since such a

naive enumerative approach has a large runtime and capacityoverhead, due to storing and propagat-

ing the delays at multiple temperature points for each timing arc, we use a quadratic representation

of the delay with respect to temperature, and perform STA using this model. The results indicate

that using a temperature-aware STA, as opposed to merely considering the worst-case delays, based

on [49], leads to a lower number for the maximal delay of the circuit. Similarly, considering the

thermal relationship across different blocks on a chip, dueto spatial, power, and thermal correla-

tions, results in a lower number for the maximal delay of the critical paths, that span across multiple

blocks in a chip.

For the problem of computing the worst-case delay under thermal variations, Section 4.7 demon-

strates the limitations of a corner-based approach or a method based on [49]. Next, Section 4.8

describes how the delay within a block can be computed over a temperature range. Section 4.9 then

demonstrates how the worst-case temperature over an entirecircuit, consisting of multiple blocks,

is computed by solving a small optimization problem.

4.7 Temperature Dependence Trends

4.7.1 Temperature Dependence of Library Cell Delays

In order to investigate the temperature dependence of library cells, we perform simulations using

two different PTM [75] 45nm technology model files, each having distinctVt values. The nominal
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value ofVdd is chosen as 0.9V, whileTmin = 0ÆC andTmax = 130ÆC are the minimum and maximum

temperature corner setting, respectively, and a step size of 10ÆC is used to characterize the cell

delays. The cell library consists of NOT, NAND2, NAND3, and NOR2 gates, of different sizes,

with two versions of each type, i.e., consisting of lowVt and highVt devices, respectively. The

use of such gates with differingVt values is quite common in most standard cell libraries, in order

to reduce the leakage power of the circuit. The delays of the timing-arcs for each of the gates

are characterized at severalCL-� pairs, and a look-up table is constructed, with interpolation for

intermediate values.
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Figure 4.7: Delay of two-input NAND gates showing instancesof positive and negative temperature
dependence, based on the input slope (� ), and capacitive load (CL), and whether the transistors are
high-Vt or low-Vt.

Two distinct cases of temperature dependence for the delay of a two-input NAND gate are

shown in Fig. 4.7, corresponding to different values of capacitive loads (CL), input slopes (� ), andVt values. For example, the delay of a two-input NAND gate with high-Vt transistors for a load of

8fF and an input slope of 30ps shows NTD. On the other hand, a two-input NAND gate, with low-Vt
transistors for a load of 4fF and an input slope of 60ps, showsPTD. While Fig. 4.7 shows the delay-

temperature curve for two instances of a NAND gate, for a sample CL-� combination, the library

delays across differentCL-� values show distinctly varying slopes, and temperature dependences.

In general, gates with high-Vt transistors tend to show a greater degree of PTD, as comparedwith

an identical gate that has low-Vt transistors, due to the sensitivity of the delay to temperature in

(4.12). For lowVt devices, since (Vgs � Vt(T0)) = (Vdd � Vt(T0)) is larger to begin with, asVt
decreases with an increase in temperature the change in(Vgs � Vt)� dominates the mobility term

in (4.12), causing the drain current to increase with temperature. However, the exact nature of
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temperature dependence (PTD, NTD, or MTD) of the gates, and the spread in the delay over the

range of temperatures, are strong functions ofCL, � , transistor type (low-Vt or high-Vt), as well as

the structure of the gate itself.
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Figure 4.8: Delay of three ITC99 benchmarks showing the three different cases of temperature
dependence: (a) positive temperature dependence (PTD) forb21 1 opt, (b) negative (NTD) for
b21 opt, and (c) mixed (MTD) for b221 opt.

4.7.2 Temperature Dependence in Circuits

Typical circuits designed for optimal performance and power consumption include gates that show

positive, negative, or mixed temperature dependence. Therefore, at the circuit level, one may expect

the thermal trends to be a result of this mix. Fig. 4.8 demonstrates the temperature dependence of the

delays of three ITC99 benchmarks, synthesized using the 45nm based library described above. The

circuit b21 1 opt, which uses a large number of low-Vt cells, shows PTD, while the circuit b21opt,

which uses high-Vt cells, shows NTD. On the other hand, circuit b221 opt shows MTD within the

temperature range, with the maximum occurring at 50ÆC, and the minimum at 110ÆC. Expectedly,

the spread in the delay with temperature is small for the MTD case. Intuitively, this corresponds to

the positive delay trend shown by PTD cells being countered by an opposite negative trend in the

NTD cells.
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4.8 Block Level Timing Analysis

Different blocks in a chip can operate at different temperatures, based on factors such as the spatial

and temporal distribution of power, signal activities, workload conditions, and environmental vari-

ations. As described earlier, these blocks consist of gateswhose temperature dependence can vary

based on the transistor threshold voltages, loading capacitance, input slope, and the supply voltage.

A key step in full-chip timing analysis is in the analysis of individual circuit blocks.

The approach in [49] provides such a technique, but assumes the worst case delay for each

gate within the operating temperature range,[Tmin; Tmax℄. However, these worst-case delays could

correspond to drastic on-chip temperature variations between a gate and its neighbor, which is an

unrealistic scenario. As shown in thermal images publishedin [96,97], on-chip temperatures exhibit

a vast degree of spatial and temporal correlation. This implies that gates inside a circuit block can

be reasonably assumed to operate at the same temperature, atany given instant of time7.

It is easily seen that the approach in [49] provides an upper bound on the maximal delay of the

full-chip path, but this bound may be pessimistic. In this section, we develop a procedure for a more

realistic analysis, and we quantify the level of pessimism that it removes in the analysis of a single

block.

4.8.1 An Enumerative Approach

Unlike conventional static timing analysis (STA) which uses a worst-case temperature corner, typi-

cally at the highest temperature, we can see that a mix of PTD,NTD, and MTD cells imply that the

delay of a circuit may be maximized at any intermediate temperature. Our first approach performs

a simple enumeration of the delay analysis within the temperature range. The library is character-

ized at multiple temperatures within the range and the characterized values are stored in a lookup

table: in particular, in our experiments, we use the temperature range betweenTmin = 0ÆC andTmax = 130ÆC, with a of 10ÆC, thus characterizing the library at 14 temperature points. We per-

form separate forward propagation of the arrival times at each of these 14 temperature points, and

7The time constant associated with the rate of change of temperature of a block is several magni-
tudes larger than the delay of the circuit block itself. Hence, it can be safely assumed that during the
course of data propagation from the inputs to the outputs, the temperature of the block is invariant.
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determine the maximum delay of the circuit over all temperatures.

Table 4.8: Block level static timing analysis under thermalvariations using enumeration.
Benchmark Width Height Minimum Maximum Spread

T Delay T Delay
(mm) (mm) (ÆC) (ps) (ÆC) (ps) %

b14 1 0.96 0.35 0 2369 130 2480 5%
b14 1 opt 1.20 0.37 0 2076 130 2214 7%

b15 1 0.72 0.76 130 2102 30 2195 4%
b15 opt 0.60 0.91 130 2466 20 2593 5%

b17 1 opt 1.39 0.93 0 2254 80 2270 1%
b17 opt 0.95 1.64 130 2932 30 3057 4%

b20 1 opt 0.90 0.72 0 2572 130 2708 5%
b20 opt 0.84 0.93 0 2228 130 2823 27%

b21 1 opt 0.61 0.97 130 2711 0 2791 3%
b21 opt 1.08 0.68 0 2589 130 2801 8%

b22 1 opt 0.60 1.40 110 2794 50 2816 1%
b22 opt 2.14 0.89 0 2736 130 2845 4%
C6288 0.47 0.46 130 5113 0 5478 7%
dalu 0.43 0.13 130 2264 40 2345 4%
des 0.17 0.93 130 1409 30 1478 5%
i8 0.33 0.73 80 998 30 1009 1%
i10 0.43 0.33 130 2006 20 2031 3%
t481 0.78 0.38 130 1125 0 1181 5%

Table 4.8 shows the results of applying this analysis on a variety of large circuits from the

ISCAS85, LGSYNTH93, and ITC99 suites. These circuits are mapped to a 45nm [75] based library

consisting of low and highVt NOT, NAND2, NAND3, and NOR2 gates of different sizes. The

maximum and minimum delays of the most critical path within [0ÆC, 130ÆC] are computed, and the

difference between these delays is the spread in timing variation of the circuit due to thermal effects.

Here, the minimum delay denotes the smallest delay of the longest critical path in the temperature

range, [0ÆC, 130ÆC], and should not be confused with the minimum path delay of the circuit that is

used for hold-time calculations.

For each benchmark, successive columns of the table show thedimensions (width and height)

of the circuit block, the minimum longest-path delay for thecircuit over the temperature range and

the temperature at which it is achieved, and the corresponding numbers for the maximum delay.
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The last column shows the spread of delays over the temperature range.

Of these circuits, we notice that benchmark b20opt, in particular, shows a large spread in the

delay. This can be attributed to the fact that its implementation consists primarily of high-Vt devices,

and its delay significantly increases with temperature, as compared with the remaining circuits. On

the other hand, the circuits with a low delay spread tend to have a mix of low-Vt and high-Vt cells

on the critical path: the former tend to show PTD while the latter often show NTD, as outlined in

Section 4.7.

4.8.2 Quadratic Delay Model for STA

Clearly, the enumerative approach in the previous section is not scalable and requires a high char-

acterization overhead; however, it uses exact timing models and is accurate within the limitations

of the granularity of the enumeration. For the results shown, we have verified that the step size of

10ÆC is sufficient to accurately capture the shape of the delay versus temperature curve. Therefore,

we propose a simpler analytic approach for delay analysis under thermal variations.

Linear delay models have been used extensively in timing analysis under process perturbations,

for example, in SSTA methods such as [47, 48] and in corner-based methods such as [41, 88, 95].

Since MTD causes the gate delays to be nonlinear and nonmonotonic, such a model is incapable

of capturing these thermally-driven variations. Therefore, we propose to use a quadratic model of

the gate delays with respect to temperature. We experimentally verify that the fit obtained through

this model, with respect to the standard-cell library delay-data is extremely accurate, and the average

error is less than 0.5% across all the characterization points. Further, this model can be characterized

using only three points per timing arc, and hence provides savings in memory to store the library

delays, as compared with the 14 points used in the enumerateddelay model in Section 4.8.1.

It has widely been observed that STA requires two computations: a sum and a max operation.

Therefore, under the delay model proposed above, STA requires accurate closed-form computations

for the sum andmax of two quadratic functions. Of these, the sum operation is easily computed:

given two quadratic delaysD1, andD2, the sumD3 = D1 +D2 can be computed inO(1) time by

simply adding up the corresponding coefficients for each term of the polynomial.

However, themax computation is more involved, since the maximum of two quadratic functions
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may not be a quadratic. Previous curve-fitting based techniques to compute an efficient canonical

expression formax, in [95] do not guarantee themax to be an upper bound on the arrival times, a

crucial requirement for safe delay estimation. Hence, we present a method to compute an upper-

bounded quadratic function that is the maximum of two given quadratic functions, inO(1) time,

thereby ensuring canonicity in representation, safety in estimation, and efficiency in computation.

This method considers the various cases arising during themax computation, based on whether the

delay-temperature curves are a constant, linear, monotonically increasing or decreasing quadratics,

or are either convex (concave) with a minimum (maximum) in [Tmin; Tmax]. The precise computa-

tions require case enumerations, and all details are described in the Appendix.

Table 4.9 tabulates the maximum delays in the temperature range, [0ÆC, 130ÆC], computed for

the eighteen benchmarks considered in Table 4.8, using the three methods: enumeration, quadratic

delay model, and the worst-case method from [49]. Columns 2 and 3 repeat the enumeration results

from Table 4.8: these are considered to be the accurate values. The corresponding results using

the quadratic model are shown in Columns 4 and 5. Column 8 shows the results obtained from

worst-case model from [49]. It can be seen that the worst-case method may overestimate the delay

of the circuit by up to 4.5%, while the quadratic model reduces these errors to a maximum of 2%.

Like the worst-case method, the quadratic model maintains pessimism; however, the corresponding

errors are, on average, 2% lower than those of the worst-casemethod.

The sources of error in the quadratic delay model come from two sources: first, from errors in

curve-fitting the library delays to the quadratic model, andsecond, from errors in themax computa-

tion. The accuracy of the quadratic approach is dependent onthe nature of temperature dependence

of the benchmark circuit. For instance, Fig. 4.8 demonstrates that the benchmark b221 opt shows

mixed temperature dependence, where the shape of the curve is neither convex nor concave in

[0ÆC, 130ÆC]. Expectedly, a quadratic representation of the delay forsuch cases may lead to an

overestimation at some temperature points. Nevertheless,the results indicate that theamount of

overestimation in the delays (as compared with the enumerated delay model) is lessthan that using

the worst-case method.

The column denoted as “Runtime” in Table 4.9 shows the relative STA runtime using the

quadratic delay modeling approach, as compared with the enumerated delay model. Expectedly,
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Table 4.9: Comparison of delays using enumerated, quadratic, and worst-case delay models.
Enumerated Quadratic Worst-case

Benchmark Maximum Maximum Fractional
Delay

Increase
Delay Delay CPU time

T Delay T Delay Error
(ÆC) (ps) (ÆC) (ps) % (ps) %

b14 1 130 2480 130 2480 0.00% 0.79 2577 3.9%
b14 1 opt 130 2214 130 2216 0.09% 0.83 2284 3.2%

b15 1 30 2195 0 2204 0.41% 0.88 2207 0.5%
b15 opt 20 2593 20 2593 0.00% 0.86 2657 2.5%

b17 1 opt 80 2270 110 2305 1.54% 0.99 2373 4.5%
b17 opt 30 3057 30 3058 0.03% 0.94 3068 0.4%

b20 1 opt 130 2708 130 2706 -0.07% 0.90 2799 3.4%
b20 opt 130 2823 130 2825 0.07% 0.92 2884 2.2%

b21 1 opt 0 2791 0 2779 -0.18% 0.90 2840 1.8%
b21 opt 130 2801 130 2799 -0.07% 0.91 2914 4.0%

b22 1 opt 50 2816 70 2865 1.74% 0.87 2926 3.9%
b22 opt 130 2845 70 2866 1.44% 0.88 2961 4.1%
C6288 0 5478 0 5478 0.00% 0.52 5485 0.1%
dalu 40 2345 40 2345 0.00% 0.49 2370 1.1%
des 30 1478 30 1478 0.00% 0.75 1479 0.1%
i8 30 1009 90 1016 0.69% 0.64 1048 4.2%
i10 20 2031 20 2072 2.01% 0.69 2075 2.5%
t481 0 1181 0 1181 0.00% 0.70 1181 0.0%
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the runtime of the quadratic approach is lower than the enumerated delay model, due to the reduced

number of library delays that are required to be parsed, and stored during timing analysis. The run-

time savings varies with the size of the benchmarks (smallerbenchmarks show more savings due

to the larger fraction of time spent in loading and storing the library delays), and the nature of the

delay-temperature curve, which determines the complexityof themax computation. While for the

enumerated delay model, the runtime for computing themax of the arrival times at the output of

a gate is fixed, for the quadratic delay model, the number of computations involved in determining

the quadraticmax of two quadratic delay functions strongly varies with the shape, monotonicity,

and convexity/concavity of the delay curves, as can be seen from the Appendix. Further, the char-

acterization time for the quadratic model is significantly lower than that for the enumerated delay

model, since only three temperature points are needed for the former, as opposed to 14 for the lat-

ter, for each library timing-arc. Thus, the quadratic approach is faster than the enumeration-based

approach, and also has a significant reduction in storage requirements, as compared with the table

lookup based enumerated delay model. To summarize, the quadratic delay model provides a rea-

sonable trade-off between accuracy in estimation (amount of overestimation in the maximal delays)

with the characterization and STA runtime, and the memory usage.

We now explore the impact of MTD on the shape of the delay-versus temperature curve, under

process and voltage variations, since it is vital to determine the delay of the circuit accurately, at all

operating conditions.

4.8.3 Impact of Process and Voltage Variations

Previous works such as [94] have proposed the use of deratingfactors to allow designers to predict

the delayD at a given process corner as a linear function of temperature, thus easing the task of

timing analysis under thermal variations. However, the useof such scaling factors is valid only

if the variation of delay with temperature is monotonic, andthe maximum occurs at an extreme

point. However, our simulation results, shown in Fig. 4.8 and Table 4.8, illustrate that the delay

versus temperature curve can be nonlinear as well as nonmonotonic, implying that such derating

factors cannot be used. Instead, the circuit delay must be computed at each desired corner setting

separately.
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Figure 4.9: Delay variation with temperature of benchmark des at different PV corner settings (The
delays are normalized with respect to the delay at each corner atT = 130ÆC, so as to enable better
comparison of the shape of the curves, and the temperature dependence in each case.).

In fact, even for the same circuit, the nature of delay variation under thermal changes could be

different at various process corners. Fig. 4.9 plots the delay of an LGSYNTH93 benchmark des at

the nominal, slow, and fast corners, normalized with respect to the delay atT = 130ÆC at the cor-

responding corner. It can be seen that the three curves show different monotonicity characteristics,

and the delays are maximized at different temperatures. Thetemperature that maximizes the delay

increases, as we move from the slow corner toward the fast corner, due to the sensitivity of the de-

lays toVt, � (both of which depend onT ), andVdd. The curves for the remaining benchmarks show

similar characteristics, with the maximal delays occurring at different temperatures, across various

PV corners. This example illustrates that the performance of a circuit under PVT variations cannot

be accurately predicted using derating factors or sensitivities around a worst-case (or any other)

point. Instead, the gate delays and signal arrival times at different temperatures must be estimated

separately at each corner.

4.9 Full Chip Timing

While Section 4.8 presents a method for determining the maximal temperature of a block, occurring

at any temperature within [Tmin, Tmax], different blocks in a chip can operate at different temper-

atures, based on their localized workloads, activity factors, leakage and active power distributions,

and physical locations. In this section, we present a framework for estimating the worst-case delay

of a circuit at a given PV corner.
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4.9.1 Delay Maximization of Critical Paths

The operating temperatures of different blocks in a chip at any instant of time, are a strong function

of their spatial locations (which determine the lateral conductance of heat across blocks, and dissi-

pation to the heat-sink), and the corresponding power distribution. To capture this information, we

use the thermal-electrical duality based on the finite difference discretization of the heat equation.

Thermal resistances between adjacent blocks are determined, based on their spatial separation, and

the material properties. Additional nodes are added for theinterface, spreader, and heat-sink for

each of these blocks, as in [98]. Given a power-mapP of the blocks, the temperatures of the blocks,T, are determined as: GT = P (4.15)

whereG is the thermal conductance matrix, provided by applying nodal analysis on the network of

thermal resistances.

The power of the blocks can vary with factors such as the application that is begin run on

the system, the workload conditions, and the ambient temperature. The temperature on the chip

however cannot vary arbitrarily. Its spatial relationships are captured by (4.15): if upper and lower

bounds onP are available, upper and lower bounds onT can be computed as linear functions of

these values.

The relationship is based on the well-known property of any conductance matrix, that its inverse

has no negative entries. Intuitively, this can be seen from the fact that the(i; j)th element ofG�1
is the effective resistance between nodesi andj, which must be nonnegative in a physical system.

This property is particularly useful in translating if upper and lower bounds onP to upper and lower

bounds onT. In general, givenAx = b, one cannot guarantee thatxmin = A�1bmin, wherexmin
andbmin are the minimum values ofx andb, respectively. However, for the relationshipGT = P,

since all elements ofG�1 are nonnegative, it is true thatTmin = G�1Pmin (4.16)Tmax = G�1Pmax (4.17)

Therefore, since the entries ofG depend only on the spatial locations of the blocks, which arefixed,
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the maximum (minimum) temperature is a linear function of the maximum (minimum) power.

Different blocks in a chip may exhibit widely varying temperature dependences, implying that

the temperatures at which their delays are maximized can be drastically different from one another,

as seen from Table 4.8. While different blocks in a chip can operate locally at different tempera-

tures, these temperatures cannot vary arbitrarily. Hence asetting where two adjacent blocks, one

showing NTD, and the other PTD operate at temperaturesTmax, andTmin, respectively, such that

their delays are locally maximized, is quite unlikely. Given bounds on the active powers of the

blocks, the maximum variation in temperatures across blocks is constrained by (4.16). Accordingly,

the problem of optimizing the delay of a circuit under temperature variations is now set up as that

of finding the largest allowable temperature that is consistent with the relationship in (4.15). The

objective function is chosen to be the maximization of the sum of all block delays. Bounds on the

power dissipation of the various blocks are given as an inputto the system, and we find for each

block, the temperature within bounds determined by (4.16),that results in the longest delays of the

critical paths across the chip.

The delay of a circuit varies nonlinearly with temperature,as seen from the results in Fig. 4.9.

The delay for each circuit block in the chip is determined as afunction of temperature, as detailed

in Section 4.8 using the table lookup based quadratic delay model, and is denoted asD(T ). The

delay of the most-critical path,Dmax, is assumed to be the sum of the delays of the individual

critical paths in each of them different blocks in the core, for illustrative proposes. Accordingly,

we cast a nonlinear optimization problem, to determine a feasible assignment to the temperature of

the blocks, and their corresponding power densities, such that the delayDmax, of the critical path,

is maximized.

The nonlinear optimization problem for a chip, such as that shown in Fig. 4.10, whose floorplan

hasn different blocks, and an illustrative critical path lies onm � n of these blocks, is as follows:
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Figure 4.10: Floorplan based on [6], showing different benchmarks in the core.

Maximize Dmax = �mi=1Di(Ti)
s.t. GT = P(T)Pi = Ai + Li(T ) 8i = 1; : : : ; nAmini � Ai � Amaxi 8i = 1; : : : ; nLmini(T ) � Li(T ) � Lmaxi(T ) 8i = 1; : : : ; nTmin � T � TmaxTi > Tinterfacei 8i = 1; : : : ; nTinterfacei > Tspreaderi 8i = 1; : : : ; nTspreaderi > Tsinki 8i = 1; : : : ; nTsinki > Tambient8i = 1; : : : ; nTmin < Ti < Tmax 8i = 1; : : : ; nTl < Tambient< Th (4.18)

The first constraint in (4.18) is given by (4.15), except thatthe power and temperature of the

blocks can both vary with time subject to other constraints.Bounds on the active and leakage powers

of the blocks in the core, and the thermal constraints from (4.15) place restrictions on the relative

171



temperature of the blocks, thereby enabling us to find a feasible solution over the set of values

of T, such thatDmax is maximized. If these constraints are not considered, the maximal critical

path delays can be computed by simply assigning the temperature that maximizes the delay of each

individual block, thereby leading to unrealistic cases where adjacent blocks may have their delays

corresponding to the two corner temperatures,Tmin andTmax, respectively.

In order to determine bounds on the power dissipation, we consider variations in both the active

and leakage powers, with signal probabilities, and activity factors, as well as due to PVT variations.

Accordingly, thePi term in (4.18) denotes the sum of the active (Ai) and leakage (Li) powers

for the n different blocks in the chip, while the power of the remaining nodes are determined,

based on [98]. Since leakage powerLi(T ), is a strong function of the operating temperature, and

its value depends on the application run, signal probabilities of the nodes, as well as the ambient

temperature, we characterize the leakage of our library cells at different temperatures, for varying

signal probabilities. Leakage simulations are performed over several randomly chosen input signal

probabilities for each circuit block, to determine the minimal and maximal leakage numbers at each

temperature, and polynomial best-fit functions with respect to temperature, of the lower bound on

the leakageLmin, and the upper boundLmax are determined. Further, lower bounds on the leakage

may be modified under additional standby mode optimization schemes, such as sleep-transistor

settings, input nodal control, input vector control, reverse body biasing (RBB), etc. The lower and

upper bounds are computed separately at each PV corner setting since leakage depends on bothVdd
andVt.

The active power, denoted asAi for each of then blocks in (4.18), is assumed to be temperature

invariant, and hence lies within a lower boundAmin and an upper boundAmax, determined through

simulations, based on the activity factors of these blocks,which can vary with different applica-

tions. If certain blocks have the ability to be power-gated or clock-gated, the lower bounds may be

modified accordingly. Further, these bounds are computed ateach voltage corner since active power

is a quadratic function ofVdd.
Since the chip may be operated under different conditions, the ambient temperatureTambient, is

also assumed to vary over a certain range[Tl; Th℄, while the temperature of the blocks are assumed

to vary betweenTmin andTmax. Additional constraints are added since the temperature ofthe block
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must be greater than the interface, which must be greater than the heat spreader, which in turn must

be greater than that of the heat sink. The number of variablesin (4.18) for a floorplan consisting ofn blocks, is equal to6n+1, 4n for the temperatures of the blocks, and their spreader, interface, and

sink nodes,n each for the active and leakage powers, and one for the ambient temperature. It must

be noted that the size of the nonlinear programming problem is linear in the number of blocks in

the floorplan, and is therefore expected to be tractable. Thesize of the problem considered in this

framework, and the runtimes are discussed in the next section.

173



22
.5

28
.9

22
.9

21
.3

22
.5

22
.1

25
.4

21
.0

23
.3 22

.0
21

.9

21
.2

22
.5

21
.7

25
.0

21
.2

22
.6

22
.0

(a
)

S
lo

w
co

rn
er

10
3.

3
10

2.
3

90
.9

88
.1

93
.2

89
.0

93
.3

98
.394

.4 93
.0

92
.1

10
2.

6

92
.9

94
.5

97
.5

90
.6

90
.1

94
.5

(b
)

N
om

in
al

co
rn

er

12
4.

9
11

8.
5

99
.6

88
.6

93
.4

10
5.

7

99
.9

10
3.

210
0.

2

95
.7

94
.7

10
7.

8

97
.1

95
.6

10
1.

0

90
.6

96
.7

95
.3

(c
)

F
as

tc
or

ne
r

F
ig

ur
e

4.
11

:
Te

m
pe

ra
tu

re
s

of
th

e
bl

oc
ks

at
w

hi
ch

th
e

de
la

y
of

th
e

fu
ll

ch
ip

pa
th

is
m

ax
im

iz
ed

,
at

di
ffe

re
nt

co
rn

er
se

tti
ngs:

da
rk

-c
ol

or
ed

bl
oc

ks
an

d
re

la
tiv

el
y

ho
tte

r
th

an
th

e
lig

ht
-c

ol
or

ed
on

es
.

174



While the above formulation does not consider the spatial correlations in power amongst differ-

ent blocks, along with the spatial correlation in temperature, this information may also be suitably

factored in the form of additional constraints in (4.18) based on microarchitectural simulations. The

work in [99] provides examples of factoring in additional microarchitectural constraints such as

certain functionally related blocks being concurrently on, maximal power constraint implying that

at mostl out of n blocks are active at a given time, etc. Such techniques can further enable us to

reduce the pessimism associated with estimating the maximal delay of the critical paths, by placing

additional restrictions on the relative power numbers of the blocks.

For simplicity in analysis, timing variations in the combinational data path alone are considered

in this framework. The nonlinear programming formulation in (4.18) can however easily be mod-

ified to consider both the data and the clock networks by determining the lowest delay along the

capturing path and the path with the highest delay along the generating logic cone, to check that the

setup-time requirements are satisfied.

4.9.2 Results of Full-Chip Timing Analysis

Eighteen of the largest circuits from the ISCAS85, ITC99, and LGSYNTH93 combinational bench-

mark suites that were analyzed in Section 4.8 are assumed to constitute the core of a chip, whose

floorplan is modeled upon the sample floorplan used in [6], andis shown in Fig. 4.10. The cells

in these blocks are placed using Capo [100]. The delay of eachof these blocks as a function of

temperature is computed by using the quadratic delay model,as described in Section 4.8. Bounds

on active and leakage power are also determined, by running multiple simulations using randomly

chosen activity factors and signal probabilities for the primary input signals. The ambient tempera-

ture is assumed to vary between [0ÆC, 50ÆC], while the temperature of the chip itself is assumed to

vary over [0ÆC, 130ÆC].

The nonlinear optimization problem is then solved using fmincon function of Matlab [101] to

determine the temperatures of the circuit blocks, their active and leakage powers, and the maximum

delayDmax, of the full chip path, in (4.18). The problem formulation and optimization is repeated

at each PV corner, since the delay, and the power numbers can change with PV variations. The

complexity of the optimization problem depends on the number of blocks considered in the floor-
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plan. The matrixG in (4.18) is a system of size4n + 12 for n blocks in the core, based on the

modeling in [98], andn=23 for the chip shown in Fig. 4.10. Accordingly, the runtimefor solving

this nonlinear programming problem, consisting of around hundred variables, and a few hundred

equality and inequality constraints is of the order of less than a minute, at each PV corner.

Table 4.10: Delay and temperatures for different corners for full-chip timing.Vdd Process Tavg Tambient Dmax Dw
 �1� DmaxDw
 �
(ÆC) (ÆC) (ns) (ns) %Vmin slow 22.77 12.37 68.1 72.1 5.5%Vnom slow 51.47 28.65 60.5 63.3 4.4%Vmax slow 58.56 11.27 55.9 58.0 3.5%Vmin nominal 20.38 0.17 48.3 50.7 4.7%Vnom nominal 94.47 35.12 44.6 46.1 3.2%Vmax nominal 100.60 17.32 42.5 43.3 1.9%Vmin fast 20.32 6.44 32.9 34.4 4.2%Vnom fast 70.52 27.85 31.2 32.2 2.9%Vmax fast 96.70 27.74 30.3 30.9 2.0%

The results are tabulated in Table 4.10 for the nominal, slow, and fast process corners, for differ-

ent settings ofVdd. The average temperatures (Tavg) of the 18 benchmarks, along with the ambient

temperature (Tambient) that results in the maximization of the objective functionare tabulated. The

results indicate that with increase in supply voltage, the temperatures of the blocks that maximize

the delayDmax, shift toward higher temperatures. This is consistent withFig. 4.9, where the delays

for the ITC99 benchmark des show lower PTD with increasingVdd. These delays are also com-

pared with the numbers computed using the worst-case methodfrom [49] for each of the blocks

(as shown in Table 4.8 of Section 4.8), and by simply summing these delays for the critical path

(denoted asDw
). Expectedly, our optimization approach reduces this upper-bound by up to 5.5%

across different PV corner settings, as indicated by the last column of Table 4.10.

Fig. 4.11 shows the solution to the optimization problem in (4.18), i.e., the temperature of the

various blocks that maximizes the delay, for the nominal, fast, and slow corners, whose settings are

described in Section 4.8.3. Dark-colored blocks are relatively hotter than the light-colored ones.

At the slow corner,Vdd is at its lowest setting, and the impact ofVt reduction with temperature

is dominant leading to PTD, hence the delay is maximized at temperatures closer toTmin = 0ÆC,
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as seen in Fig. 4.11(a). Similarly, at the fast corner, whereVdd is at its highest, the reduction in

mobility dominates, and the delays largely exhibit a negative temperature dependence. Hence, in

Fig. 4.11(c), the temperatures of the blocks are closer toTmax = 130ÆC. Further, the results indicate

that the temperatures across the entire core at different settings vary by a maximum of around

40ÆC, while the temperatures across adjacent blocks vary by at most 20ÆC. This further justifies our

approach of using a single localized temperature variable for all gates inside a circuit block, and

also considering spatial correlations and power constraints, as opposed to merely using a worst-case

method, based on [49].
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Chapter 5

Conclusion
In this thesis, we presented several algorithms for reliability and variability-aware analysis and

optimization of digital circuits.

We begin our thesis with an overview of Negative Bias Temperature Instability (NTBI), a PMOS

transistor aging phenomenon. NBTI has become an important reliability concern in present day

circuit design. The dynamics of interface trap generation and annealing (that govern the mechanism

of NBTI) depend on a large number of complex factors, which can be analytically captured using the

framework of Reaction-Diffusion (R-D) model. Our simple analytical model for NBTI, presented

in the initial parts of Chapter 2 can be used to quantify the impact of transistor aging on itsVth
degradation, and thereby the shift in the delay (frequency)of the circuit over its lifetime. Existing

NBTI models fail to account for the effect of finite oxide thickness, and the role of the reaction

phase during recovery, thereby leading to poor scalability, or an inaccurate fit with experimental

data. A more detailed accurate model, that does not use the assumption that the oxide thickness

is infinite is presented later on in Chapter 2. The framework for using this model in a multi-cycle

gigahertz operation can be used to estimate the temporal delay degradation of digital circuits.

In the next chapter, we evaluate the impact of NBTI on the temporal degradation of a digital cir-

cuit. Further, with the use of high-k Hf-based dielectrics,the impact of PBTI on NMOS transistors

has also become significant. Accordingly, in the beginning of Chapter 3, we present a framework

to determine theVth degradation of a transistor, using the reaction-diffusion(R-D) model, and inte-

grate this into a static timing analyzer to compute the temporal delay degradation of digital circuits.

A worst-case method to estimate the maximal impact of BTI in apessimistic manner is detailed.

The amount of overestimation in the delay of the circuit using this method is investigated. Our

results indicate that the worst-case approach does not leadto a large amount of overestimation and

hence can be used as a measure of the impact of BTI on digital circuit lifetime degradation. Besides,

we also demonstrate the potential for an input vector control (IVC) approach that can mitigate the

temporal degradation of circuits by arranging for the signal probabilities to be such that gates along

the critical paths undergo minimal stress.

The latter part of Chapter 3 presents three circuit optimization techniques to robustly design cir-
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cuits, accounting for BTI-induced temporal degradation. Gate sizing has previously been suggested

to redesign the circuit, targeting it to tighter timing constraints, such that even after maximal degra-

dation, the circuit still meets the original desired frequency of operation over its lifetime. However,

we argue in Chapter 3 that incorporating the effects of BTI during logic synthesis better optimizes

the circuit, thereby minimizing the area and power overhead. Accordingly, our work proposes a

method to perform technology mapping, by taking into account the exact NBTI effect, and its de-

pendency on the amount of time for which the gate has been stressed and relaxed. Circuits are

synthesized to ensure optimal performance during the entire lifetime of around 10 years, despite

NBTI induced temporal degradation. The results of this SP based NBTI-aware synthesis scheme

are compared with a worst case NBTI library based synthesis,and the area-power savings that can

be achieved are reported. Our experimental results indicate that an average of 10% savings in area

and around 12% savings in power can be achieved using this method.

In the latter part of Chapter 3, we present a dynamic control technique to optimally design

a circuit that can meet the original target frequency over its lifetime. Previous BTI-aware robust

circuit design solutions in the presilicon design stage, aimed at guaranteeing reliable circuit perfor-

mance, can lead to large area and associated power overheads. We propose an adaptive approach

that determines the temporal degradation of the circuit, and compensates for it, through adaptive

body biasing (ABB) and adaptive supply voltage (ASV). The results indicate that by combining the

adaptive and synthesis approaches, circuits can be efficiently guardbanded over their lifetime, with

a minimal overhead in area, and a small increase in power, as compared with a circuit designed

only to meet the nominal specifications. Further, techniques such as those in [83] may be used to

apply ABB/ASV to simultaneously counter the impact of aging, as well as process and temperature

variations.

In the final part of Chapter 3, we analyze the impact of NBTI on the degradation of SRAM logic

cells. We show that in particular, NBTI can worsen the staticnoise margin (SNM) of SRAM cells,

and this can cause read stability issues. A novel technique of cell flipping has been proposed which

can recover up to 30% of the noise margin degradation caused due to NBTI. Software and hardware

approaches for implementing this technique in data caches are also discussed.

In the next chapter of this thesis we solve two problems involving variability-aware timing
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analysis techniques. In the first part of Chapter 4, we present a framework to predict the timing

of circuits when no knowledge of the exact distribution of the varying parameters is available, and

only information about the parameters, and their ranges areknown. We show how the delay of

a gate can be modeled in this scenario as a normalized parameterized hyperplane in terms of the

various parameters. We then present a block-based static timing analysis framework to determine

the arrival times and margins at all timing-endpoints in a circuit, at any setting of the parameters

within the hyperspace. We describe various pruning techniques duringmax propagation, in this

paradigm. Our results indicate that this technique can efficiently determine the most timing critical

paths in the circuit accurately, at different settings of the varying parameters, (min, max, worst-case,

best-case, nominal, low-Vdd, high-coupling, etc), using a single sweep of forward propagation on

the timing graph. Results are shown on 45nm based commercialmicroprocessor circuits, and this

framework has been used to identify potential noncritical paths during design, that may end up as

speed-limiting in silicon, due to their large sensitivities to variations.

The last part of this thesis deals with timing analysis underinverted temperature dependence

(ITD). Existing solutions to handle ITD lead to a large pessimism in estimation, due to the under-

lying assumption that the temperature of each gate in a circuit block, can vary independently of

the others. Accordingly, in the latter part of Chapter 4, we formulate an optimization problem to

determine the temperatures of different blocks on a chip, subject to thermal and power constraints,

such that the delay of the critical path is maximized. The problem is solved by first determining a

means of estimating the maximal delay of a circuit block, andusing the results of block-based STA

in a nonlinear optimization framework. Modifications to thecurrent corner based STA techniques

are outlined. Our results show that using a thermal aware full-chip timing analysis formulation,

the pessimism in estimating the maximal delays of the full-chip paths is reduced by an average of

around 5%.
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Appendix A

Generalized Calculations for Determining the Number of

Interface Traps at the End of any Stress/Relaxation Phase

A.1 Stress Phase

In this subsection, we derive the trap generation calculations for the(k+1)th stress phase that runs

from time2kt0 to (2k + 1)t0. The effective timeteff, at the beginning of this period satisfiesNIT (2kt0) = s2kkIT (DH t0) 16 = kIT (DH teff) 16 (A.1)

This implies thatteff = s62kt0. Therefore, the effective diffusion front at the beginningof this period

is atxd(2kt0) = s32k (2Dt0) 16 , and it expands during this period as:xd(2kt0 + t) =q2D(t+ s62kt0) (A.2)

Therefore, NIT (2kt0 + t) = kH(N0H)2xd(2kt0 + t)= kH(N0H)2qDH(t+ s62kt0) (A.3)

Using techniques similar to those employed in the derivation for the second stress phase (Sec 2.1.6),

we substitute this in (2.8) to obtainNIT (2kt0 + t) = � tt0 + s62k� 16 NIT (t0) (A.4)

At t = t0, we have NIT ((2k + 1)t0) = (1 + s62k) 16NIT (t0)
and therefore s(2k+1) = (1 + s62k) 16 :
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A.2 Relaxation Phase

In this subsection, we derive the trap generation calculations for anykth relaxation phase that runs

from time (2k � 1)t0 to 2kt0. The hydrogen front during thekth phase continues to diffuse in

an identical manner as that in the first relaxation phase (Fig. 2.3(f)-(g) and Fig. 2.4(f)-(g)). How-

ever, since the number of interface traps available for back-diffusion increases in dependent on the

diffusion front in the previous cycles, we account for this by introducing a new termxratio, such that:xratio((2k � 1)t0 + t) = x(t+ (2k � 1)t0)� x(t+ 2(k � 1)t0)x(t+ t0) (A.7)

The key idea is that the recovery in any given cycle is dependent only on the interface traps generated

in the immediately preceding stress cycle. Accordingly. the number of annealed traps, based on the

calculations in Section 2.1.5, is given by:N�IT ((2k � 1)t0 + t) = 12xratio((2k � 1)t0 + t)N�H2((2k � 1)t0 + t)p�2Dt
It can be seen that if we substitutek = 1, we getxratio(t0+ t) = 1 and the above equation reduces to

(2.23), which is the backward diffusion equation for the first recovery case. The number of interface

traps can be expressed as the sum of the interface trap density at the end of the previous relaxation

phase and the new traps created during the current stress/relaxation phases. Accordingly,NIT ((2k�1)t0+t) � NIT ((2k�2)t0)+ 12N�H2((2k�1)t0+t)(x((2k�1)t0+t)�x(2(k�1)t0+t)).
Simplifying, we haveN�IT ((2k � 1)t0 + t) = (NIT ((2k � 1)t0 + t)�NIT ((2k � 2)t0))r �tt0 + t (A.9)

Therefore, substituting this inNIT ((2k � 1)t0 + t) = NIT ((2k � 1)t0)�N�IT ((2k � 1)t0 + t);
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we have NIT ((2k � 1)t0 + t) = NIT ((2k � 1)t0) +NIT ((2k � 2)t0)q �tt0+t1 +q �tt0+t (A.11)

At t = t0, we have NIT (2kt0) = 23NIT ((2k � 1)t0) + 13NIT (2(k � 1)t0)
and therefore s2k = 23s2k�1 + 13s2k�2
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Appendix B

NBTI Model Assuming Atomic Hydrogen Diffusion
Although it is widely speculated that the diffusing speciesinside the oxide due to NBTI is molec-

ular hydrogen, some researchers believe that the diffusionphase of NBTI action involves atomic

hydrogen species. While the analytical expressions and themethodology to compute the number

of interface traps generated due to NBTI have been outlined in detail for theH2 diffusion case, a

similar analysis can also be performed for theH diffusion case. Solving the R-D model equations

for the continuous stress case gives us the familiar result [13,16,17,37]:NIT (t) =skfN0kr (Dt) 14 (B.1)

The first relaxation phase and the subsequent stress and relaxation phases can also be solved in

the same way as in Sections 2.1.4-2.1.7. Expressing the finalresults using the “sk notation” outlined

in Section 2.3.2, and computingNIT (t0) using (B.1), we can write:snk+i = 8>>><>>>: (i+ s4kn) 14 nk < i � nk +msnk+m+snk� i2(m+i)� 121+� i2(m+i)� 12 nk +m < i � (n+ 1)k 9>>>=>>>; (B.2)
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Appendix C

Proof of (2.42)
We provide a proof for the approximation made in (2.42). From(2.38), we have:s6k = s6k�1 + 1 (C.1)sk�1 = 23sk�2 + 13sk1�3 (C.2)s6k�2 = s6k�3 + 1 (C.3)

Substituting forsk�3 in (C.2) using (C.3), and using the value ofsk�1 from (C.2) in (C.1), we haves6k = �23sk�2 + 13 �s6k2 � 1� 16�6 + 1 (C.4)

The above equation can be re-written as:s6k � 1 = y = (mx+ (1�m)(x6 � 1) 16 )6
wherem = 23 andx = sk�2. The right hand side can be simplified as follows:y = x6 m+ (1�m)�1� 1x6� 16!6
Using(1� a) 16 � 1� a6 for smalla,y � x6�m+ (1�m)�1� 16x6��6= x6�1� (1�m)6x6 �6
Using(1� a)6 = 1� 6a for smalla,y � x6�1� 6(1 �m)6x6 �6= x6 � (1�m)
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Re-substituting fory, m andx, we have s6k = s6k�2 � 23
which is used in (2.42).
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Appendix D

Proof for NP Completeness of NBTI-Satisfiability Problem
In this section, we show that the problem of determining whether a satisfying assignment to the

primary inputs exists such that the “max delay” is equal to the “worst-case” delay is NP complete.

The problem can be stated as follows:

NBTI-SAT = f< C> j There exists some feasible signal probability assignment for the primary

inputs of circuit C, such that its “max delay” is equal to the “worst-case” delay.g
Theorem 1:

NBTI-SAT is NP-complete.

Proof:

We first show that the problem is NP-hard by providing a verifier, as well as a nondeterministic

polynomial time Turing machine for NBTI-SAT.

We show a verifier V for NBTI-SAT, given some certificate, which in this case is some assign-

mentP = p1; : : : ; pn to the primary inputs as:

V = “On input<< C >;P >:

1. Compute the “worst-case” delay of the circuit.

2. Determine the critical path of the circuit C, and compute whether the SP of each node along

the critical path must be a 0 or a 1, or can be a don’t care.

3. Use the SP values fromP for the primary inputs, to determine the signal probabilityof every

other node in the circuit.

4. Compare these SP values with the SP values computed in Line2.

5. If they are the same, accept; otherwise reject.”

Thus, NBTI-SAT is in NP.

The following nondeterministic polynomial time Turning machine N can be used to decide

NBTI-SAT:

N = “On input< C >:
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1. Assume that the SP of all internal and input nodes of C are 1,and compute the “worst-case”

delay of the circuit.

2. Determine the critical path of the circuit C, and compute whether the SP of each node along

the critical path must be a 0 or a 1, or can be a don’t care.

3. Nondeterministically assignpi = 0 or 1, fori = 1; : : : ; n.

4. Determine the signal probabilities of every other node inthe circuit.

5. Compare these SP values with the SP values returned from Line 2.

6. If they are the same, accept; otherwise reject.”

Hence, NBTI-SAT is in NP.

We now show that NBTI-SAT is reducible to SAT in polynomial time, and use the fact that SAT

is NP-complete [102] to show that NBTI-SAT is also NP-complete:

We first compute the “worst-case” delay of the circuit C, as mentioned above, and identify the

critical path. We then determine the signal probability at the primary output of this critical path.

Since the optimal SP values for the “worst-case” delay are guaranteed to be either 0 or 1, the SP

of the primary output is also either a 0, or a 1, implying that the output is either logic 1 or 0. The

problem is now reducible to determining whether:

1. A satisfying boolean assignment at the primary inputs exists such that the logic of this primary

output node is a 0 or a 1, as required by the “worst-case” NBTI conditions.

2. This assignment also satisfies the SP requirements of every other node on the critical path.

Clearly, this problem is equivalent to that of a boolean satisfiability, along all nodes lying on the

critical path.

Thus, NBTI-SAT is reducible to SAT in polynomial time, and istherefore, also NP-complete.
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Appendix E

Max of Two Quadratic Functions
In this section, we show how the maximum of two quadratic functions can be upper bounded by a

quadratic function inO(1) time. Given two quadratic arrival timesD1 andD2, as a function of the

normalized temperature variablex:D1(x) = a1x2 + b1x+ 
1D2(x) = a2x2 + b2x+ 
2 (E.1)

wherex varies in [0,1] (for convenience), we seek to compute a quadratic upper bound on:D3(x) = max(D2(x);D1(x))= max(D2(x)�D1(x); 0) +D1(x) (E.2)

Equivalently, we seek to compute a quadratic upper bound onmax(D4(x); 0), whereD4 = a4x2+b4x + 
4 = (D2 �D1). Let this quadratic upper bound be represented asD5 = a5x2 + b5x+ 
5.
Further, it is desired thatD5 be computed inO(1) time, and the overestimation be minimized.

Three different cases arise during the computation ofD5 = max(D4; 0) as follows, based on

the monotonicity and convexity ofD4, and the number of intersections with thex-axis,in [0,1]:� Trivial Case - Zero intersections withx-axis

If D4 is always positive, thenmax(D4; 0) = D4. Similarly, if D4 is always negative, then

themax is simply equal to 0.� D4 varies monotonically, and intersects thex axis once.

Two subcases arise based on the shape ofD4:
1. If D4 increasesmonotonically, we have:D4(0) = 
 < 0D4(1) = a+ b+ 
 > 0 (E.3)
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A quadratic upper bound on themax may be obtained as:D5 = ax2 + bx+ 
x (E.4)

sinceax2 + bx + 
x � ax2 + bx + 
, for all x in [0,1] when
 < 0. The minimum

value ofD5 in [0,1] occurs atx = 0, and is equal to 0, while the maximum value (atx = 1) is equal to the maximum value ofD4 and is given bya+b+
, thereby satisfyingD5 = max(D4; 0). An instance of this case in shown in Fig. E.1(a).

If D4 is a linear curve that intersects the origin,D5 reduces toD5(x) = (b+ 
)x (E.5)

which is an increasing linear function, such that its value is 0 atx = 0, andb + 
 atx = 1.
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(a) D4 increases monotoni-
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(b) D4 decreases monotoni-
cally.

Figure E.1: Max for a quadratic function.

2. Similarly, ifD4 decreasesmonotonically, we have:D4(0) = 
 > 0D4(1) = a+ b+ 
 < 0 (E.6)
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Accordingly,D5 is given by: D5 = ax2 � (a+ 
)x+ 
 (E.7)

sinceax2�(a+
)x+
 � ax2+bx+
, whena+b+
 < 0, for all x � 0. The minimum

value ofD5 in [0,1] occurs atx = 1, and is equal to 0, while the maximum value (atx = 0) is equal to the maximum value ofD4 and is given by
, thereby satisfyingD5 = max(D4; 0). This case is shown in Fig. E.1(b).

It can be seen that ifD4 is linear,D5 in this case reduces to:D5(x) = 
(1� x) (E.8)

whose value is
 atx = 0, and 0 atx = 1.

While themax of a linear function and 0 can be upper bounded using a linear expression as

shown in (E.5), and (E.8), a tighter quadratic bound on themax can be obtained for the two

cases as follows:

1. If D4 is a linear increasing function such that
 < 0 andb+ 
 > 0, thenmax(bx+ 
; 0)
is given by: D�5 = �
x2 + (b+ 2
)x (E.9)

The minimum value ofD�5 , which is a monotonically increasing quadratic function in

[0,1], is equal to 0 atx = 0, while the maximum value in [0,1] is given byb + 
. To

assert thatD�5 is always greater thanD4 = bx+ 
 and is less than (E.5), we have:D�5 �D4 = [�
x2 + (b+ 2
)x℄ � [bx+ 
℄= �
x2 + 2
x� 
= �
(x� 1)2 (E.10)
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which is> 0 for all x in [0,1], since
 is negative, while:D�5 � (b+ 
)x = [�
x2 + (b+ 2
)x℄ � [(b+ 
)x℄= �
x2 + 
x= 
x(1� x) (E.11)

which is< 0 for all x in [0,1], since
 is negative. Thus,D�5 from (E.9) provides a

tighter upper bound on themax, thanD5 from (E.5).

2. Similarly, for the case whereD4 is a monotonically decreasing linear function, such that
 > 0, and(b+ 
) < 0, we have:D�5 = �(b+ 
)x2 + bx+ 
 (E.12)

Fig. E.2 shows the linear and the quadraticmax for the two cases, denoted asD5(lin)

andD5(quad), respectively. The quadraticmax is in effect tangential to thex-axis and

to the linear curveD4 = bx+ 
, at the two end points, respectively.
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Figure E.2: Max for a linear function.� D4 is quadratic, and is nonmonotonic
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Two subcases arise whenD4 is convex, depending on the shape of the curve:

1. If the minimum value ofD4 is less than 0, this case is equivalent to the case whereD4 varies monotonically, since the minimum value, and the nonmonotone ofD4 below

thex-axis has no effect on the shape of themax, as compared with a case whereD4
increases monotonically.

2. Fig. E.3 shows the case whereD4 is a convex function that intersects thex-axis twice in

[0,1], its values atx = 0 andx = 1 are both positive, while its minimum at somex� in

[0,1] is negative. An upper bounded convex quadratic on thisfunction may be obtained

by using the following conditions:D5(0) = D4(0)D5(1) = D4(1)D5(x#) = 0dD5dx = 0 atx = x#
(E.13)

to solve forx# (in [0,1] which is the point at whichD5 is minimized),a5, b5, and
5.
The resulting curve is shown in Fig. E.3.
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Figure E.3: Case whereD4 is convex, and intersects thex-axis twice in [0,1].

Similarly, two subcases arise whenD4 is concavewith its maximal value occurring at somex� in [0,1]:
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Figure E.4: Case whereD4 is concave.

1. If D4 intersects the axis once in [0,1], as shown in Fig. E.4(a), and is nonmonotonic, themax can be determined inO(1) time, by using the following conditions:D5(x�) = D4(x�)dD5dx = 0 atx = x�
(E.14)

and that the minimal value ofD5 is 0, at eitherx = 0 or x = 1, whereD4 is negative.D5 is a raised version ofD4 such that its lowest value is 0, and its highest value is equal

to that ofD4.
2. If D4 intersects the axis twice in [0,1], as shown in Fig. E.4(b), and is nonmonotonic,

themax can be determined inO(1) time, by using the following conditions:D5(x�) = D4(x�)dD5dx = 0 atx = x�
(E.15)

along withD5(0) = 0 if x� � 0:5, or D5(1) = 0 otherwise, thereby makingD5 a
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positive raised version ofD4.
Thus, themax function of two quadratic delay arrival times can be computed efficiently inO(1)

time. Our simulation results show that given the nature of the variation of the arrival times along

different gates in the circuit, the maximum overestimationin the delays is less than 2%, as seen

from the results in Table 4.9.
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