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Abstract

Technology scaling into the sub-100nm domain implies thatdffects of process, voltage, and
temperature variations have a resounding effect on themeaince of digital circuits. An increase
in complexity has resulted in challenges in design and nzatufing of these circuits, as well as
guaranteeing their accurate and reliable performance.Kéyahallenges in present-day circuit de-
sign are to ensure the long term reliability of circuits ama¢curately estimate the arrival times and
margins of the various paths in the circuit during timing lgsia, under the presence of variations,
at all operating conditions. Bias Temperature Instab{lgif1), a long-term transistor degradation
mechanism has escalated into a growing threat for circligthiéty; hence its exact modeling and
estimation of its effects on circuit performance degradatiave become imperative. Techniques
to mitigate BTI and ensure that the circuits are robust oleir tifetime are also becoming vital.
Similarly, the impact of process variations has promptea assas of research, to determine the
timing and power estimates of the circuit, as accuratelyossiple. Since the effects of variations
can no longer be ignored in high-performance microprocedssign, sensitivity of timing slacks
to parameter variations has become a highly desirablerfe@duallow designers to quantify the
robustness of the circuit at any design point. Further, ffeceof varying on-chip temperatures,
particularly in low voltage operation, has led to invertedchperature dependence (ITD) in which
the circuit delay may actually decrease with increase irpature. This thesis addresses some of
these major issues in present day design.

We propose a model to estimate the long term effects of NegBias Temperature Instability
(NBTI). We initially present a simple model based on an indlyi thick gate-oxide in transistors,
to compute the asymptotic threshold voltage of a PMOS tsémisiafter several cycles of stress and
recovery. We then augment the model to handle the effectaitd-bxide thickness, and justify the
findings of several other experimental observations, @adily during the recovery phase of NBTI
action. Our model is robust and can be efficiently used in@utianalysis setup to determine the
long-term asymptotic temporal degradation of a PMOS dewicer several years of operation.

In the next chapter, we use this model to quantify the effeNBTI, as well as Positive Bias



Temperature Instability (PBTI), a dual degradation me@rarnn PMOS devices, on the temporal
degradation of a digital logic circuit. We provide a techregor gaging the impact of signal prob-
ability on the delay degradation numbers, and investigaetoblem of determining the maximal
temporal degradation of a circuit under all operating ctbons. In this regard, we conclude that
the amount of overestimation using a simple pessimisticstvaise model is not significantly large.
We also propose a method to handle the effect of correlatiansrder to obtain a more accurate
estimation of the impact of aging on circuit delay degrautati

The latter part of this chapter proposes several circuitipation technigues that can be used to
ensure reliable operation of circuits, despite temporgtatdation caused by BTI. We first present
a procedure of combating the effects of NBTI during techgglmapping in synthesis, thereby
guardbanding our circuits with a minimal area and power lozad. An adaptive compensation
scheme to overcome the effects of BTI through the use of adgapddy bias (ABB) over the lifetime
of the circuit is explored. A combination of adaptive comgetion and BTl-aware technology
mapping is then used to optimally design circuits that mieethighest target frequency over their
entire lifetime, and with a minimal overhead in area, averagtive power, and peak leakage power
consumption. Lastly, we present a simple cell-flipping téghe that can mitigate the impact of
NBTI on the static noise margin (SNM) of SRAM cells.

In the final chapter of this thesis, we first present a fram&varblock based timing sensitivity
analysis, where the parameters are specified as rangesr-ttah statistical distributions which are
hard to know in practice. The approach is validated on difgloicks extracted from a commercial
45nm microprocessor design. While the above approachaenssprocess and voltage variations,
we also show that temperature variations, particularhhalow voltage design space can cause an
anomalous behavior, i.e., the circuit delays can decredbhdemperature. Thus, itis now necessary
to estimate the maximum delay of the circuit, which can oetwamy operating temperature, and not
necessarily at a worst case corner setting. Accordingly nopgse a means to efficiently compute
the maximum delay of the circuit, under all operating cands, and compare its performance with

an existing pessimistic worst-case approach.
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Chapter 1

Introduction

With technology scaling into the nanometer regime, the ithjpd process, voltage, temperature,
and other environmental variations on the performance gitaliintegrated circuits has become
significant. Further, the effects of scaling, and increaseathip operating temperature have also
affected the long term reliability and the lifetime of thesecuits. The accurate modeling of these
variations, and accounting for their effects while estintircuit performance, has become one of

the most important challenges in the field of computer aidesign.

1.1 Reliability of Digital Circuits

Recent trends in technology scaling into the sub-130nmntdolgy have escalated the impact of
Negative Bias Temperature Instability (NBTI), a transistiegradation mechanism, on the long
term reliability of circuits. When a PMOS device is biasedwersion, the application of a negative
bias at the gate node, causes the generation of interfgue thaterface trap sites are formed due
to crystal mismatches at the Si-Si@terface. During oxidation of Si, most of the tetrahedral S
atoms bond to oxygen. However, some of the atoms bond witholggah, leading to the formation
of weak Si-H bonds. Fig. 1.1(i) shows the 3-D structure oftSha Si-SiQ interface in the 111
crystal orientation.V;; is the site containing an unsaturated electron (crystaiaiish) leading to
the formation of an interface trap. Fig. 1.1(ii) shows theS8D, interface in 2-D along with the
Si-H bonds and the interface traps.

When a PMOS transistor is biased in inversion, the holesarctiannel dissociate these Si-H
bonds, thereby generating interface traps (Fig. 1.1(iipderface traps (interface states) are electri-
cally active physical defects with their energy distrilsliteetween the valence and the conduction
band in the Si band diagram [7]. The rate of generation ofstiag@ccelerated by high operating
temperatures. These traps cause an increase in the thiresktalge (V;,|) of the PMOS transistor,
over a large period of time. This effect is known as NegatiigsBemperature Instability (NBTI).

The impact of NBTI has notably been measured on SRAM logils ¢8], and digital circuits

in [9]. The results show that in digital logic, NBTI can caagseduction in the drain current, thereby
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Figure 1.1: Schematic description showing the generafianterface traps when a PMOS transistor
is biased in inversion. Fig. (i) shows the 3-D structure ofaSthe Si-SiQ interface in the 111
crystal orientation.V;; is the site containing an unsaturated electron (crystaiaish) leading to
the formation of an interface trap. Fig. (ii) shows the SBSinterface in 2-D along with the Si-H
bonds and the interface traps. Fig. (iii) shows the dissiociaof Si-H bonds by the holes when the
PMOS device is biased in inversion and the diffusion of hgerointo the oxide, thereby generating
an interface trap [7].

increasing the delay of the circuits over a few years of da@raThis may also cause the circuit to
violate its timing specifications, thereby resulting indtional failure. In SRAM logic, NBTI can
cause a decrease in the static noise margin (SNM), therébgtiafy the read stability. Thus, not
only is it essential to quantify the impact of NBTI on transrgperformance, but it is also important
to mitigate this effect through optimal circuit design teitfjues, or to make them robust enough to
ensure reliable performance over the guaranteed lifetime.

With the use of thinner gate-oxides, the impact of NBTI hagseased. To further exacerbate
the issue of long-term reliability of circuits, the use of-bHised high-k dielectrics for gate-leakage
reduction has caused additional degradation in NMOS ds\Wigea dual mechanism known as Pos-
itive Bias Temperature Instability (PBTI) [10,11]. PBTIags in NMOS devices when a positive
bias stress is applied across the gate oxide, i.e., Whign< V;;,). Moreover, techniques developed
to reduce NBTI can contribute to increasing PBTI. For examiblthe input to an inverter is biased
so that it is more likely to be at logic 1 than logic 0, the NBTress on the PMOS device is reduced

since theV,; bias becomes zero; however, this now places a bias on the Ndé@&e, which now



has a positivd/,, value.

Thus, under transistor degradation mechanisms such asbiEl temperature instability), it is
necessary to quantify the long-term degradation of digitalits. Circuits can then be guardbanded
by adding appropriate timing margins or may be designedstbpsuch that they are tolerant to

temporal degradation, thereby guaranteeing optimal pegnce over their lifetime.

1.2 On-Chip Variations

A major challenge in present day circuit design, partidulém the context of device modeling,
timing and power analysis, is the impact of variations. Infgeions in the manufacturing process as
well as dynamic changes in the operating conditions carecugsvarious parameters that influence
circuit performance, to be perturbed from their expectddes (i.e., the values that were used
during presilicon circuit design and estimation). This leabto a significant deviation between the
delay (and leakage power) numbers computed by a tool threimtlations, as opposed to their
actual numbers as seen on silicon. The impact of these ieausalhave assumed vast proportions,
due to technology scaling, and decreasing feature sizelsinghé extremely hard to predict the
exact postsilicon delays of the circuit, with the highegirde of accuracy and confidence. This has
opened up newer challenges in timing analysis.

The sources of these variations can broadly be categorgzfiPh

1. Process variations: These arise due to imperfectiorseifabrication process, and manifest
themselves as a deviation in the values of parameters swttaasel length.., device width
W, oxide thicknessi,,, dopant concentratiotV,, interconnect thickness and width varia-
tions, etc. These variations can be perceived to be “one*timnature, causing a change in
the circuit delay and power values during fabrication, arabtly remain invariant over the
entire lifetime of the circuit. These variations can be Hert classified into intra-die varia-
tions or inter-die variations, depending on whether thexehapacted all devices on the chip

uniformly or whether their impact is local to a specific ragmn the die.

2. Environmental variations: These arise due to changd®inperating conditions of the chip,

such as changes in supply voltage or temperature. Unlikeepsovariations, that are “one-



time”, these are “run-time” in nature, and impact the dyrap@rformance of the circuit.

The accurate modeling of these variations during timindyaiis essential to determine their

impact on the performance of the circuit.

1.3 Outline of the Thesis

The content of this dissertation can be classified into thread chapters:

1.3.1 Negative Bias Temperature Instability Modeling

In order to quantify the impact of NBTI on the temporal deldgligital circuits, it is vital to develop

a transistor degradation model that can capture the shtfianvarious parameters that affect the
circuit delay. Much work in the area of NBTI has been activéhimi the communities of device and
reliability physics. However, with its increasing impaatCAD framework for managing the NBTI
degradation at the circuit level is essential.

In this regard, Alam [13] presented an analytical model Basme a Reaction-Diffusion (R-D)
[14,15] framework to determine the number of interfacedrapd the threshold voltage degradation
as a function of time. The work in [13] shows that an altem@astress-relaxation pattern (AC stress)
produces lower degradation as compared with a DC stress, itiigreby implying that the long
term temporal degradation depends on the nature of strpfiedo the PMOS device. The authors
in [8, 9] present a numerical simulation-based model ugiegR-D framework, and determine the
change in the frequency of an NBTI stressed ring oscilldtiomvever, an accurate estimation of the
effects of NBTI on the delay of a combinational circuit re®si a comprehensive model that can
determine the long term asymptotic degradation of a treorsédter several years of operation under
different conditions.

As part of this thesis, in Chapter 2, we develop the first aitallymodel for simulating NBTI
over multiple cycles of stress and relaxation. Our work Wke<lassical Reaction-Diffusion (R-D)
model to analytically capture the physical effects of bdih $tress and relaxation phases of NBTI
action. It must be noted that although the R-D paradigm has heed to develop models in [13, 16,

17] that physically explain the effects of NBTI, all of thesmdels have been restricted to a single



stress cycle, or a single stress cycle followed by a sindé&xation cycle. The subsequent phases
of stress and relaxation are handled in [13] by numericailyisg the R-D model equations. In
contrast, our work builds a comprehensive analytical mamedrmultiple stress/relaxation phases,
and also leads to a concrete proof of the frequency indepeerdaroperty of NBTI.

While the R-D theory [14, 15] has commonly been used to mod&TINleading to various
long-term models for circuit degradation [13, 18-20], rad&give views among researchers exist,
particularly about the inability of the R-D model to explaome key phenomena, as detailed in
[5,21-24]. This has led to models such as [21, 25-29], asasaiifforts to resolve the controversy
between the R-D model theory and the hole trapping theory33D While this area is still under
active research, the domain of our work is restricted to NB®©teling based on the R-D theory.

This thesis compares these existing models for predictiegldng term effects of aging on
circuit reliability within the R-D framework [13, 18—20],nd finds that these models do not suc-
cessfully explain the experimentally observed resultsthis regard, we first sketch an outline for
the basic requirements of any NBTI model, based on obsensfrom a wide realm of experimen-
tal data. Further, most of these models assume that the thieness {,.) is infinite, which is
practically not valid in sub-65nm technologies, wheégg is of the order of a nanometer. Hence a
model must consider the effect of interface trap generatimhrecombination in polysilicon. Nu-
merical simulations are also performed to illustrate thendracks of existing models based on the
R-D theory, and to highlight the importance of considering éffect of finite oxide thickness.

Accordingly, we propose an R-D based analytical model fofTN#at does not consider the
oxide to be infinitely thick. The model provides an expresdior asymptotically computing the
NBTI-induced threshold voltage degradation of a transiatoa function of time, for any arbitrary
stress and relaxation pattern. The results show that thiehuan resolve several inconsistencies,
noted with the reaction-diffusion theory for NBTI geneoatiand recombination, as observed in
[5, 21-23]. Further, we can also explain the widely distiagperimentally observed results in

5,34, 35].



1.3.2 BTI Aware Analysis and Optimization of Circuits

NBTI manifests itself as an increaselip, of the devices, which causes the device drain currents to
decrease, thereby increasing the gate delays. While GHaptesents a model that captures the

of a transistor as a function of time of operation, at theuwtrevel, it is necessary to build a mecha-
nism to quantize the effect of “aging” on the delay of the @asi critical paths in the circuit. In this
regard, in Chapter 3, we first develop a method to use the NRainto compute the asymptotic
shift in theV};, of every transistor in the circuit after several years ofrapen, at the end of its
lifetime. Chapter 3 then presents a method to determinentpadét of NBTI, as well as PBTI, on
the performance of digital circuits. We consider the depawé of the interface trap generation on
the signal probabilities of the various nodes in the citddie also discuss the problem of determin-
ing an accurate timing guardband over the delay of the ¢itmder all operating conditions, based
on a previously proposed “worst-case” method [36, 37]. @sults indicate that the “worst-case”
method does indeed provide a reasonably accurate meansnoatasy the impact of BTl on the
shift in timing numbers, i.e., the pessimism incurred by timiethod is within 5% of the nominal

delays of the circuits.

Overcoming BTI in Digital Circuits

Aging - circuits become slower
Operate circuits B'Tl l_'esilie-nt
at lower speeds circuit design
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Figure 1.2: BTl resilient circuit design techniques [1].

While it is imperative to quantize the aging in circuits untlee impact of BTI, it is also es-

sential to overcome this effect, thereby guaranteeingbkdioperation and the highest performance



of the circuit, over its entire lifetime. In this regard, Fi.2 [1] shows the two classes of BTI
resilient circuit design solutions, as applied to digitambinational logic. The work in [36, 38]
presents a sizing-based solution to determine the optiines ®f the transistors (or the gates) that
can guarantee reliable operation over the lifetime of theudi Further, the work uses a model for
NBTI that ignores the recovery in threshold voltage whemibgative bias stress applied is relaxed.
In Chapter 3, we alternatively propose a synthesis-basgthigue using our transistor threshold
voltage degradation model derived in Chapter 2. We dematesthat incorporating the effects of
NBTI into technology mapping, as well as using a model for NiBiait considers the recovery effect
produces a superior solution, as compared with sizing.

While sizing and synthesis both offer design-time solgiom BTI, where the circuit is suit-
ably redesigned to account for temporal degradation osdifétime, these techniques also result
in a higher area and power overhead over a nominally desiginedit. Further while BTI causes
the threshold voltage of transistors to increase, it aldoages the subthreshold leakage with time,
thereby providing opportunities for power-performanaaé-offs. Accordingly, we investigate the
effectiveness of an adaptive technigue to counter aginggitat circuits. We propose a guard-
banding technique using a combination of adaptive body (#i&8) and adaptive supply voltage
(ASV), as well as BTl-aware synthesis, to recover the paréorce of an aged circuit, and compare
its merits over previous approaches.

Lastly, Chapter 3 also presents an overview of the impactB¥fINdon SRAM cells. We note that
NBTI significantly affects the static noise margin (SNM), ialinis a measure of its read stability.
We use the analytical model derived in Chapter 2 to quantieghreshold voltage degradation on
the PMOS devices, and thereby the SNM degradation of the SB&M

While the application of a continuous negative bias to the gathe PMOS transistor degrades
its temporal performance, the removal of the bias helpsarswmmne of the interface traps gener-
ated, leading to a partial recovery of the threshold voltalye utilize this phenomenon to develop
a novel solution to overcome the effect of NBTI by flipping twntents of the SRAM cell periodi-
cally. This ensures that the PMOS devices are subjecteditmdgeof alternate stress and relaxation
(as opposed to continuous stress) allowing dynamic regayethreshold voltage. We present re-

sults obtained through simulations based on the R-D modethiindicate that about 30% of read



stability (measured in terms of SNM) can be restored thraedhflipping. Hardware and software
implementations for this methodology are also discussed.
The contents of this dissertation have been published/giduhfor review and publication in

[18,39-486].

1.3.3 Timing Analysis under Process, Voltage, and Thermal &fiations

Static timing analysis plays a prominent role in ensuringst &nd accurate estimate of the timing
of the circuit, and has become an indispensable featurednitdesign over the last few decades.
Recent trends in technology scaling such as process, eokagl temperature (PVT) variations have
led to new areas of research in this domain, in order to gteeawptimal and reliable performance
of digital circuits. In the final chapter of the thesis, wedewn two different approaches, one of
which is geared at die-to-die [12] process and voltage tiarig, while the other is targeted toward
temperature variations.

During circuit design, variability in manufacturing andespting conditions must be accounted
for during timing analysis, to verify the timing of a circuinder all operating conditions, before
committing it to manufacturing. Two existing classes ofitijmanalysis techniques to handle the
effect of variations include statistical static timing brsés (SSTA) and multicorner static timing
analysis. SSTA models parameters as random variables drasél on the assumption that the
distributions and correlations of the varying parameteeskaowna priori [12,47, 48], etc. On the
other hand, multicorner timing analysis models these patars as uncertain variables and attempts
to verify the timing at a carefully chosen set of “corner’tsggs.

While linear time techniques using linear delay models aad<Sian distributions for process
parameters were proposed to perform a statistical timiradyais, with technology scaling and the
increasing complexity of design and manufacturing, theafbf variations on delays has increas-
ingly become nonlinear. Although several attempts have Inegde to address these issues, SSTA
works on the fundamental assumption that the knowledgeeotlistributions and correlations on
the varying parameters is available. However, this infdiomais extremely hard to be obtained in
practice; what is known and easy to obtain is a set of boundsngres of the varying parameters.

Multicorner static timing analysis on the other hand doesrequire the knowledge of the



actual distributions of the varying parameters. A subsétofners”, each representing a setting
of the varying parameters, is carefully chosen, and timmeajysis is performed at these corners to
verify that the circuit meets the performance constraiktswever, the number of corners required
to guarantee timing closure under all operating conditioneeases exponentially with the number
of varying parameters. Further, such corner-based tegbagilack information about the sensitivity
of the circuit delays to small perturbations in the procemmmeters, which is of greatest utility in
enabling the designers to fix the right set of paths.

Thus, noting the limitations of existing classes of timimglysis methodologies, we propose a
parameterized timing analysisframework as part of this thesis, in Chapter 4. Three keyufeat

of parameterized timing analysis are:

¢ No assumptions on the distributions of the varying parametee made. In other words, we

only require bounds on the varying parameters.

e Inaccuracies due to approximations in thax computation, as is the case with SSTA, are

eliminated by developing a framework that preserves theectiress of thenax computation.

e The framework enables axactcomputation of the arrival times and slacks at every setting
of the varying parameters, thereby implying that multi@srtiming analysis is a subset of

this framework.

The framework is verified on commercial 45nm (Intel) micimgessor blocks, and has proven to be
a viable alternative to current heuristic-based techrignguantifying the robustness of the design
at any design point, and in prioritizing on the right set afhsao fix.

While the effects of process and voltage variations havaquely been addressed using statisti-
cal timing analysis, and as part of our thesis using a novalmpaterized timing analysis framework,
temperature variations pose yet another challenge toxangigming closure. In particular, timing
analysis typically assumes that the cell delay decreagbsingreasing temperature. However, this
assumption breaks down at lower voltage operation due toppesite effects of the mobility of
carriers and threshold voltage of transistors on the cédlyde often causing the delays to decrease
with temperature. This phenomenon is known as inverted ¢eatpre dependence (ITD) [49], or

positive temperature dependence [50,51]. A major consexguef ITD is that it makes it nontrivial



to determine the temperature that results in the delaygbaeximized (or minimized). Our pro-
posed parameterized timing analysis framework, as destiabove, assumed linear variations of
the delay with temperature. Therefore, it cannot model tratpire variations due to the fact that
the delay can now vary nonmonotonically with temperaturenér-based techniques must accord-
ingly be modified to consider the fact that the temperatuat iiaximizes the delay of the circuit
can occur anywhere within the bounds given By, Tin.<]. Accordingly, Chapter 4 of this thesis
also presents a framework to handle mixed temperature depea in timing analysis. The delay
variation of a library gate-timing arc as a function of temgtare is modeled, using enumerated and
guadratic models. Temperatures of blocks on a chip are thtmrdined subject to spatial, thermal,
and power constraints, such that the delays of the critiaigpare maximized. This approach is
then compared with a pessimistic “worst-case” approachféiia to account for such constraints,

and merely determines the maximal delay of each gate onitiatpath, across all temperatures.
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Chapter 2
NBTI Modeling

In this chapter, we present the detailed analysis of an icallynodel for Negative Bias Temper-
ature Instability (NBTI), and also determine the impact ighal probabilities (SP) of the various
nodes in the circuit on its delay degradation numbers. &e&il provides a detailed description
of the Reaction-Diffusion (R-D) model that explains the NRiEtion. The R-D model is used to
derive a multicycle model that can estimate the number effate traps as a function of the time
of stress (and recovery). A simplified expression to deteentine threshold voltage degradation of
a PMOS transistor is also developed. Frequency indepeadarnaterface trap generation is also
proved analytically for the first time, in Section 2.2.

While the above work provides a simple means to quantify itimgeict of NBTI on digital cir-
cuit degradation, the limitations of the multicycle modelSection 2.1 are detailed in Section 2.4.
In this regard, we first sketch an outline for the basic rezugnts of any NBTI model in Sec-
tion 2.4.2, based on observations from a wide realm of exparial data. Further, most of these
models assume that the oxide thicknegs ) is infinite, which is particularly not valid in sub-65nm
technologies, wheré,,. is of the order of a nanometer.

Accordingly, we propose an R-D based model for NBTI that dussconsider the oxide to be
infinitely thick. Section 2.5 describes the modificationshiie R-D model equations for the infinite
d,» case in Section 2.1.1, and presents a solution to the fietssphase, or the DC stress case of
NBTI action. In Section 2.6, we outline a numerical simuatframework for the first stress and
recovery phases, thereby showing the origin for some ofélyalkawbacks of the R-D based model
in [13], as well as highlighting the role of finite oxide thiwss in long term recovery. Section 2.7
then provides a detailed derivation of the model for the fiesbvery phase. Simulation results
and comparison with experimental data are shown in Secti®n\&e use the stress and recovery
models derived for a single stress and relaxation phaseextedd this to a multicycle framework
in Section 2.9.

The results show that the model can resolve several indensiss, noted with the reaction-
diffusion theory for NBTI generation and recombination,cdsserved in [5,21-23]. Further, the

model can also explain the widely distinct experimentaligerved results in [5, 34, 35]. It must be
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noted that although a two-region model has been propose®i2Q], our work not only improves
upon the drawbacks in [20], but also provides a satisfyinglaation for using such a model.
Besides the actual analytical modeling and the framewarke$timating the degradation of digital
circuits, our contribution also involves providing a beti@derstanding of the empirical constant

as used in [13], and has been misinterpreted as being ualvers

2.1 An Analytical Multicycle Model for NBTI

The Reaction-Diffusion model was first used in [14] to phgllicexplain the mechanism of neg-
ative bias stress (NBS) in p-channel MOS memory transistmased on the activation energy of
electrochemical reactions. Several years later, a ddtailgthematical solution to the R-D model
was presented by [15], considering an infinite oxide thisknease, as well as a finite oxide thick-
ness case, in which polysilicon was assumed to be a perfecttadr. Subsequently, [13,16,17,52]
have used the R-D model to describe the NBTI effect in predaptPMOS devices. The analyti-
cal model for NBTI in [13] by Alam, provides a simple means stimate the number of interface
traps for a single stress phase, followed by a relaxatiosgbaly, under the assumption of infinite
oxide thickness. A numerical simulation based model is usezktend the results to a multicycle
simulation.

However, this work presents an accurate analytical mo@elishsimple and can allow the sim-
ulation of NBTI effects in a computationally efficient mamndg-urther, our model captures the
recently observed shift in time dependence of NBTI fronto #5 [52]. Unlike [37], we consider
the fact that the threshold voltage can recover back pigrtiaking annealing, and incorporate these
into the calculations. We also mathematically prove (fer filnst time), the observed phenomenon
of frequency independence for periodic square waveforns352-55] and use this to efficiently
compute the total amount of degradation of threshold veltfag a PMOS transistor based on the
amount of time it is stressed and relaxed.

In this section, we describe the framework of the Reactidfufion (R-D) model, used to
develop an analytical model for NBTI action. The R-D modesidved assuming that alternate
periods of stress and relaxation, each of equal durati@me applied to the gate of a PMOS device,

whose source and bulk are tiedtg,, as shown in Fig. 2.1. It must be noted that the derivation

12



is valid, with minor changes in the limits of integrationys fany arbitrary sequence of stress and
relaxation. However, since the special case of a square-lik@/eequence of “alternating” stress
and relaxation (also called AC stress in the NBTI literatusdrequently used in experimentation,

we consider this case.
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Figure 2.1: Input waveform applied to the gate of the PMOSdistor to simulate alternate stress
(S) and relaxation (R) phases of equal duration

2.1.1 Reaction-Diffusion (R-D) Model

The R-D model is used to annotate the process of interfapegaeration and hydrogen diffusion,

which is governed by the following chemical equations:

Si—H+h"™ — Sit+H

H+H — H, 2.1)

where the holes in the channel interact with the weak Si-Hibptihereby releasing neutral hydrogen
atoms, and leaving behind interface traps. Hydrogen atamsme to form hydrogen molecules,
which diffuse into the oxide.

According to the R-D model, the rate of generation of integfé&raps initially depends on the
rate of dissociation of the Si-H bonds (which is controllgctie forward rate constant,) and the
local self-annealing process (which is governed by therseveate constant;,.). This constitutes

thereaction phasein the R-D model. Thus, we have:

dNyp
dt

= k¢[No — Nir] — ke Ny Njy (2.2)
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where N7 is the number of interface trap8); is the maximum density of Si-H bonds aﬂtﬁ, is
the density of hydrogen atoms at the substrate-oxide aderfAfter sufficient trap generation, the
rate of generation of traps is limited by the diffusion of hygien moleculé€'s The rate of growth of
interface traps is controlled by the diffusion of hydrogeolesules away from the surface based on

the equation:
dNr1

dt

= ONy, (2.3)

where¢NH2 is the flow of diffusion ofH5 from the interface to the oxide. At the interface, it follows

the equation:

AN ANy,
= Dy, 2.4
o v (2.4)

while the diffusion of hydrogen into the oxide is given by:

ANy, d> Ny,
=Dopp——— 2.5

where Ny, is the concentration of hydrogen molecules at a distanitem the interface at time,
(while N? ,» at the substrate-oxide interfa%eamdDox is the diffusion coefficient. This constitutes
the diffusion phasein the R-D model. In order to find a coupling relation betwe€f) in the
reaction-phase equation in (2.2) aN@,2 in the diffusion-phase equation, we use the mass action
law:

Ny, = ki (Npy)? (2.6)
since two hydrogen atoms can combine to form a hydrogen milelegith the rate constanky
[52,56].

2.1.2 Solution to the Reaction Phase

During the initial reaction phase, the concentration ofrbgén atoms and interface traps are both

very low, and there is virtually no reverse reaction. Hertlse,number of interface traps increases

Lnitial works assumed diffusion of hydrogen atoms, althoitds now widely conjectured that
hydrogen molecular diffusion occurs [2, 3,52].

2We will representNy; () and N, (t) asNy, and Ny, respectively, except in cases where the
the value oft is not obvious within the context.
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with time linearly as:

Nip(t) = ks Not 2.7)

The linear dependence o on timet correlates with results from numerical simulations in &,5
This process lasts for a very short time (around 1ms). Gibgdube process of interface trap
generation begins to slow down due to the increasing coratén of hydrogen molecules, and
the reverse reaction. The process then attains a quasibeigui [57], and subsequently becomes
diffusion limited.

Fig. 2.2 shows results from our numerical simulation setigs¢ribed later on in Section 2.6),

showing the three regimes namely:

1. Reaction phase which lasts less than a millisecond, glwhich N; increases linearly with

time, as seen from Fig. 2.2.
2. Quasi-equilibrium phase during which the interface trapnt does not increase.

3. Rate-limiting diffusion phase during which the mechanis diffusion limited.

10" ¢ :
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Figure 2.2: Results of numerical simulation showing the¢hregimes of interface trap generation,
during the DC stress phase.

The reaction phase is ignored in the final model, for reasoatswill become apparent at the

end of Section 2.1.4.
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2.1.3 Diffusion Phase

During this phase, the diffusion of hydrogen molecules bez® the rate limiting factor. Since
the number of interface traps now grows rather slowly withetj the left hand side in (2.2) is
approximated as zero. The initial density of Si-H bondsrigdathan the number of interface traps
that are generated, so th&t) — N;r ~ Ny. This leads to the following approximation for the

reaction equation:
% ~ Nir N (2.8)

.

We now solve the R-D model for the specific case of a squarefaameas shown in Fig. 2.1,
applied to the gate of a PMOS device whose source ig;at Four different cases arise in the
model, namely the first stress phase, which occurs from tiead to 7, (t = 0 corresponds to the
time at which stress is first applied, and the device is usstée for allt < 0), the first relaxation
phase which occurs from timeto 27, the second and subsequent stress phases, and the second and
subsequent relaxation phases. The varying physical micharand the boundary conditions in
each of these phases, as well as the dependence on histang effquire them to handled separately.
Our analytical solution for the first stress and relaxatibages is largely consistent with [13,16,17].

The extension of the analytical model to the subsequerdsdtedaxation phases, is an entirely new

contribution of this work.

2.1.4 First Stress Phase

The first stress phase occurs from time 0s tor, as indicated in Fig. 2.1. During this stage, the
PMOS device is under negative bias stress, and hence, jenaybinterface traps occurs. The first
stress phase occurs from time= 0s to 7, as indicated in Fig. 2.1. During this stage, the PMOS
device is under negative bias stress, and hence, geneddiiterface traps occurs.

The number of interface traps increases with time rapidityally, as given by (2.7), before
reaching quasi-equilibrium, and eventually the mechatisoomes diffusion-limited. At this point,
the rate of generation of hydrogen is rather slow, and tbesefliffusion within the oxide, described
by (2.5), can be approximated as:

& N, (1)

Dom7 =0 (2.9)
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Figure 2.3: Diffusion front for the first cycle: (a) shows tb@ss section of the PMOS transistor:
x > 0inthe direction of the oxide. (b) shows the front at titne 0, and the hydrogen concentration
is 0. (c)-(e) show the front during the first stress phaseshdws the front during the first recovery
phase, indicating the decrease in the peak of the hydrogesitgat the interface fromf,?,2 to Nﬁz.
(g) shows the front at the end of first recovery phase.

This implies thatNVy; (¢) is an affine function ofr, wherex is the extent to which the front has
diffused at a given time. The diffusion front can be approximated as shown in Fig, &48ich
plots the diffusion front at various time points, during th#usion process. The concentration of
hydrogen molecules is higheslvﬁz), at someA, close to the interface, where the traps are gener-
ated, and gradually decreases as hydrogen diffuses intaxitie, as illustrated in Fig. 2.3(c). This
can be easily approximated as a right angled triangle asrsimowig. 2.3(d), where the hydrogen
concentration at the interfaceﬁé?h, and is zero at a point known as tlifusion front which we

will denote ase,(t): this is the extent to which the diffusing species has patedrthe oxide at time

3. Therefore, we have

dNg, Ny,
= 2.10
dx xq(t) ( )
0
andNy, (t) = N% — Nit, |, (2.11)
2 2 Vg (t)

3This is consistent with the right half of Fig 4a in [13]: theree there looks (deceptively) more
rounded, but this is because the y-axis is on a log scale, arallimear y-axis, the triangle is a
reasonable assumption. The reason why the hydrogen coab@ntis 0 atr = 0, is given by the
Reaction-Diffusion equation.
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Due to the one-one correspondence between the interfgoseana the, species, the total density

of interface traps must equal the total density of hydrogethe oxide. Therefore,

r=x4(t)
Nir(t) = / N7, (t)da (2.12)
J =0

The value of the above integral is simply the area of the glimenclosed by the diffusion front in
Fig. 2.3(d). Thus, we have:
1
Nir(t) = EN%ZfEd(t) (2.13)

The above equations can be expressed equivalently in téfrii§ asing (2.6) and the fact that the

number of hydrogen atoms is twice the number of hydrogen co@de. Hence,

Nyp(t) = 2/;%0 ky <(N,9,)2 — [(N%)T T> da

—0 xq(t)
= ku(Np)a(t) (2.14)

The approximation comes about because the reaction rastisfiough that uncombined, are
sparse: this is supported by the fact that practicallyuditin is seen to be due #d, and notH.
The above equation relates the number of interface traggtaumber of hydrogen species at the
interface. We may now substitute (2.14) in the LHS of (2.4 é2.10) in the RHS of (2.4), and

further use (2.6) to obtain:

dxq(t) kr(NY)?

N0 )2 - D H

kH( H) dt ox Id(t)

i.e.,flid(t)dxd(t) = D,,dt (215)

Integrating this, we obtain:

24(t) = /2Dggt (2.16)

and using this in (2.14), we get:

NIT(t) = kH(N?I)2 V 2Dyt (217)
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Finally, we substitute the above relation in (2.8) to olatain

kyNovErm

2 6 = kyp (ZDon)% (218)

D=

Nr(t) = ( ) (2D,

wherek;r = (M)g

Att =71, Nir(1) = k;T(QDomr)%, and the diffusion front is as shown in Fig. 2.3(e).

It must be noted that we ignore the reaction phase equatiam diy (2.7), which captures the
rapid initial rise in the number of interface traps. Fig. &®ws the extrapolated shape of the curve
(using dotted lines) from a numerical simulation, for theecahere the reaction phase is ignored in
the model, and merely the diffusion phase is considered.rdhédts show that ignoring the reaction
and equilibrium phases leads to an underestimatia¥ininitially, as shown in Fig. 2.2. However,
the mechanism is clearly diffusion limited, and we are ies¢ed in determining the impact of NBTI
after a few years of operation. Hence, an underestimatitimeimumber of interface traps for up to

1s does not affect the overall accuracy of the model, or thg-term shape of th&';, curve.

2.1.5 First Recovery Phase

Let us model the events at the interface as a superpositiwodéffects: “forward” diffusion, away
from the interface, and “reverse” diffusion, toward theeifiice; the latter anneals the interface
traps. During this condition, the diffusion of existing sfgs continues as(¢ + 7) and the peak of
the diffusion front decreases froﬂvi,?,2 to someNﬁZ, as shown in Fig. 2.3(f)-(g). The reason for
the reduction in the peak of the hydrogen species can beiezgdlas follows: Due to the annealing
of traps (also known abackward diffusiojy some of the Si-H bonds are formed again, causing
a decrease in the density of ldpecies, and thereby, a net reduction in the height of thaghe.
Further, the net area under the triangter{umber of interface traps), shown by the shaded region
in Fig. 2.3(f), is lower than that in Fig. 2.3(e). Since hygeo continues to diffuse into the oxide,
the base of the triangle in Fig. 2.3(f) is longer than thatim B.3(e), implying that the peak of the
front at the interface must reduce.

We may think of the hydrogen concentration as a triangle ighatmost right angled: at time

(t +t), itgoes from 0 at: = 0, to N,?‘,(T +t) atz = A, for some small value oh\, and then to 0
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again atr = x(7 + t).

Using the same notation as [13], page 3:

dNyp

5~ 0= =k (Nppr = Nip)(N = Njp) (2.19)

Since the residual number of interface trapsy,, — N;,), is significantly larger than zero, it must
mean that the residual hydrogen concentration at the aueyfNy, — N;,) must be near-zero.

Denoting the number of annealed traps\§s.(7+t), we can express the net number of interface
traps during the relaxation phase as the original numberapsf minus the number of annealed
traps:

Nir(r +1t) = Nip(r) — Npp(7 + 1) (2.20)

The number of interface traps annealed due to backwardsahfif13] can be expressed as:

1
Nip(r +1) = 5N, V/62Dot (2.21)

Intuitively, this can be considered to be equivalent to angle whose height is given tiy,%2 and
the backward diffusion front beginning at timeis given by somer*(t) = /£2D,,t, where¢
indicates the nature of backward diffusion [13] (two-sideane-sided). Theoreticallg, = 0.5 for
double-sided diffusion, where as empirically, its valueeiported to be around 0.58. Based on the
argument in the previous section, the total number of iatarftraps is given by the area enclosed

under the triangle in Fig. 2.3(f) and can be easily approt@adsinceA ~ 0) as:
1
Nip(t+1) = §N§2 (T+t)x(r +1) (2.22)
From (2.21) and (2.22), we have

Nip(r+1t) = %\/@Domt (2.23)
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From (2.20) and (2.23), we have

Nyp(t+1t) = Nyp(7) — %\/QDOJ (2.24)

Substituting forz (¢ + 7) from (2.16), and re-arranging some terms, we get

N,
Nyp(r+1t) = L(T) (2.25)
1+ 4/25

For small values of, for the case of double sided diffusion, where= 0.5, using the ap-
proximationﬁ ~ 1 — z, this matches the formula in [13]. However, for= 7, this gives
Nir(27) = 2N;r(7) instead ofN;r(27) = $N;7(7), as in [13]. This value is consistent with
Fig. 20 of [2], which shows the value @f;; going down to abou§ of its peak value during re-
covery. Further, at = 7, the approximation used in [13] is not valid, and hence we(Bsb) for

modeling the recovery phase.

2.1.6 Second and Subsequent Stress Phases

For the second and subsequent stress phases, it is imptottake into account the boundary
conditions that result from the previous stress and relaxgthases. For example, if the first stress
phase is much longer than the first recovery phase, theradsigally no recovery, and a second
stress phase is virtually equivalent to applying a contirsustress: as we will see, our derivation
will provide correct solutions under this and other cases.

Atthe end of the first recovery phase, the total number offiate traps isV;,(27) = 2N;7(7).
In addition, new traps are generated under stress. Durenggttovery phase, the peak val;/)«é,%2 is
reduced fromNE,2 (1) (Figs. 2.3(e) and 2.4(b)), but this rapidly recovers backird) the next stress
phase. The recovery phase effectively sets back the ddgmaqidnase to an earlier timeyg, as the

point that satisfies the equation:

=
o=

2
Nir(27) = Skir(2Dor7)® = kir (2Dosten)? (2.26)

It is easy to see that the solution to thigds = (Z)7. This corresponds to a nesifective location
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of the diffusion front,ze (Fig. 2.4(c)), given by:

(2.27)

9 3
Teff(27) = (§> 2Dt
H> diffusion

@)
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Figure 2.4: Diffusion front for the second cycle of stresd agcovery: (a) shows the cross section
of the PMOS transistorz is positive for diffusion occurring into the oxide. (b) imdites the front
at the end of the first relaxation phase. (c) shows the eaquivditont at timet = 27, where the
effective diffusion front is at:et(27), and the hydrogen concentration calculated accordingly. (
(e) show the front during the second stress phase. (f) sHovidnt during the second relaxation
phase, indicating the decrease of hydrogen concentratitie anterface frorrN?IQ to N,%Q. The tip

of the diffusion front is now at some(37 + t). (g) shows the front at the end of second relaxation

phase.

Diffusion now continues beyond this point as shown in (Fig(&)-(e)) and the location of the

diffusion front is found by integrating (2.15) from tin& to 27 + ¢, given the initial condition

2q(27) = xeff(27):

xq(2T7 + 1) = \/2D0$t + 224(27)? (2.28)
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Therefore, from (2.27) and (2.28),

6
Tq(21 + 1) = 2J 2Dy (t + (%) 7') (2.29)

and
N[T(2T+t) = kH(N%)2a:d(2T+t)

6
_ (NWJ 2Doq <t+ <§> 7) (2.30)

A similar analysis as in Section 2.1.4 can be applied to gubssthis in (2.8) to obtain
1
t(2\%\°
(6
1
t(2\°\°
= |-+ Nir(7) (2.31)
T 3

At t = 7, we haveN;r(37) = (;gg)éN[T(T). Defining s;, as the “scaling factor,” relative to

A][V’ITT((’“TT))), we haves; = (%)%. The derivation for the subsequent

(S

N]T(QT—Ft) = k?[T(QDOIT)

Nir(7) at timekr, (i.e., s =

stress phases is elucidated in Appendix A. The total numbietexface traps during the: + 1)
stress phase, from ting to (2k + 1)7, is given by:

6\ ©
Nir(2kr +t) = (; + (%) ) Nyp(T) (2.32)
N]T((Qk + 1)7’) = (1 + ng)% N]T(T) (233)

Using thesy, notation as defined above, (i.€s41 = %"g;m), we can write:

o=

Sok+1 = (1 + SSk) (234)

2As a sanity check, it is rather simple to see that if the firsbvery phase were replaced by a
continuation of the stress, thegg(27) would be2\/D,, 7, leading to the expected resutt;(2T +
t) = /2D, (27 + 1).
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2.1.7 Second and Subsequent Recovery Phases

The analysis of the second and subsequent recovery phaseg smilar to the first recovery phase,
since the hydrogen front diffuses in an identical mannehasin the first recovery phase (Figs. 2.3
(N-(g) and 2.4 (f)-(g)). The detailed derivation for thiase is presented in Appendix A. Thus, we
can determine the number of interface traps during recoiethe k' cycle, (i.e., time(2k — 1)

to 2k7) using the equation:

Nrr((2k = 1)7) + Npp((2k - 2)7)/ 25

N]T((Qk — 1)7’ + t) = (235)
1+ /-2
T+
At t = 7, we have
2 1
Nir(2kT) = §N,T((2k -7+ gNlT(Q(k —1)7) (2.36)
Using thes; notation as defined in the previous section, (kg,,= N]{Zﬁ’g)), we can write:

2 1
S2k = 352k-1 + 352k2 (2.37)

The analytical solution of the R-D model for the first two @&lis plotted in Fig. 2.5. The
curve marked as “DC stress” corresponds to the case whergethee is stressed continuously,
while “AC stress” corresponds to the case, as shown in Fige2,stress and relaxation applied
alternatively. Expectedly, the values for the AC stresg eaie lower than that for the DC stress case,
due to recovery. Further, the simulation values are conaparth the experimental data shown in
circles (obtained from Fig. 20 of [2]). Our simulation resulor the AC stress case, match with
the experimental results, thereby validating the coresgrof our analytical solution. Although the
exact shape of the waveform may not perfectly correlate thighexperimental results, the values
at the end of the stress and the relaxation phases closebh e experimental data, and hence

captures the overall transient NBTI-action effectively.
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Figure 2.5: Analytical solution to the R-D model for the fitato cycles and comparison with
experimental data from [2].

2.1.8 Overall Expression

In general, we may writg, = ]\]]V’;"T((kf)), for even or odd values df, (i.e., for the alternate stress or

recovery phases of equal duratiepas:

(0 k=0

k=1
(2.38)

1
Sk = )
(L+s) )s k> 1,k odd

L %Sk,] + %Sk,g k> 1, keven

These values can be plotted as shown in Fig. 2.6(a). Sinadatihes plotted for a large number of
cycles, the stress and relaxation transients are not ealigdern, and the AC stress curve appears

to be smooth.

2.1.9 Threshold Voltage Degradation

The generation of interface traps due to NBTI causes a siifid transistor threshold voltage, given

by [37] as,
(m + 1)(]N]T

AVin=———¢"

(2.39)

wherem is a measure of the addition#},, degradation caused due to mobility degradation [8].

Thus, the effect ofV;r on Vy;, is linear in nature. The threshold voltage is plotted forfthst four
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phases (first and second stress and relaxation phases) of atréss case, and also for the DC
stress case in Fig. 2.6(b). The shape of the plot is simil&#rabseen in [8, 13, 55, 58], all of which

use numerical solutions to estimate the exterit;gfshift.

DC Stress ___———
6 0.229 DC Stress
S
AC Stress —
4 £0.226
<2 AC Stress
v 2 0.223
0
0 2 4 6 8 10 0.2 1000 2000 3000 4000
Number of cycles x 10* Time (s)

(a) Plot showings;, for DC and (b) V4, shift for DC and AC
AC stress. stress.

Figure 2.6: Simulation results showig,+ andV}, for DC stress and AC stress.

While the analysis of the R-D model has been derived usingflathmse of neutraH, species
diffusion, a similar analysis has been carried out fortthease of neutralf diffusion, and the key

results are shown in Appendix B.

2.2 Frequency Independence

An important requirement of any physical model for NBTI [18that it should be able to explain the
phenomenon of frequency independence, observed over aavide of frequencies [2, 13, 52-55].
Frequency independence implies that for any two periodieefems with frequencieg; and f»,
and the same duty cycle, the number of interface traps gexaeahany time, such that > % and

t > £, is the same.

The concept of frequency independence has been demodgtnabegh experiments using pe-
riodic square waveforms of different frequencies. Althiouthe exact range of frequencies over
which this phenomenon holds good is still not very clear, séonm of frequency independence is
widely observed in the 1Hz - 1MHz range [13, 59] and has régdig@en shown to exist over the
entire range of 1Hz - 2GHz in [60]. We first verify this numexlly for three frequencies (0.1Hz,
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1Hz, and 10Hz) by measuring the threshold voltage (equivdaenumber of interface traps) after
1000s. The values are computed using the expressions diéwive,, from (2.38). The extent dfy,
degradation for the three curves after 1000s, plotted inZEigis the same, thereby demonstrating

the ability of our model to demonstrate frequency indepande

DC Stress

0 200 400 600 800 1000
Time (s)

Figure 2.7: Curve showindy;;, degradation for DC case and 3 different AC frequencies (1QHz,
and 0.1Hz).

We now provide a mathematical proof for the special classeviogic waveforms, namely
square waveforms which are widely used in NBTI-experime@tmsider two square waveforms A
and B, as shown in Fig. 2.8. Let the time peridd of A be denoted as;, while the time period
of B is 5. The duty cycle of both these waveforms is 50%, (i.e., on timeff time = g). Let
these waveforms be applied to the PMOS device separatety, agertain time, such that is a
large integral multiple of; and . In other wordst = k17 = ka7o, k1 andks being sufficiently
large. Further, let; < 7, and hencé:; > ks. Let the number of interface traps after timtor the
two cases be denoted a5, (7 k1) and N,y (m2ks), respectively. By “frequency independence”,
we imply:

Nir(t) = Nip(mik1) = Nip(moks) (2.40)

The above equation can be proved (2.40) mathematicallyg tisenexpressions fay;,, developed
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T t =11k
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Figure 2.8: Figure showing two square waveforms with diffeértime periods but the same duty
cycle (50%).

in the previous section. From (2.38), we have:

32 = 3271—#1
2 1
Sk—1 = §3k72+§3k173
sh o, = sh g+l (2.41)

The above set of equations can be simplified to obtain aoel&br large values of k as:

2
sh st o+ 3 (2.42)

The proof of the above approximation is shown in Appendix @nfr(2.42), for somen < k, we

can write
(k —m)
5

2
s~ 88+ 3 (2.43)
Choosingk ask; or ks, andm = 0, and using the fact thaty = 0, we can Writesg1 ~ ’%1 and

6 k2 . . . .
Spy R T which implies:

S 6 k
(ﬂ> ~ L (2.44)
Sky /{72
Now, we can writeV; as:
1
Nir(to,k1) = sg,Nir(to,) = sk, krr(2Dogto, )8 (2.45)
1
Nir(to,ka) = Sk, Nir(to,) = skokrr(2Dgato, )6 (2.46)
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and therefore,

1
Vistadi s () e
Nir(to,k2) sk, \ to, '

Using (2.42), the above equation can be re-written as:

1 1
' (’L> ’ (2.48)

to,

Nir(to k1) (ﬁ)
Nir(to,k2) ko

Sincetg, k1 = to, k2, We have
Nrr(to k1) = Nir(to,k2) = Npp(t).

Thus, the phenomenon of frequency independence is provedjdare waveforms.

Although we have proved frequency independence only fospleeial case of square waveforms
here, the same is also true for rectangular waveforms, wiheré¢ime of stress and the time of
relaxation in any given cycle may not be the same. The prooksvim a similar manner, and is
omitted due to space constraints. The result of this proefewer, is used in the next section to

efficiently simulate the impact of NBTI on digital circuits.

2.3 Signal Probability and Activity Factor Based Solution b the R-D
Model (SPAF method)

While the impact of NBTI has been analyzed for a square wauah waveforms are rarely seen in
digital circuits, due to the random distribution of node lmabilities. We now present a method to
estimate the NBTI-inducel;;, degradation of a PMOS device, when a random aperiodic wawefo
is applied to its gate. This method, which we call the SPAE§&l Probability and Activity Factor)
method, is based osignal probability(SP), i.e., the probability that the signal is at logic highd
activity factor(AF), i.e., the probability that a node toggles every phasth respect to a reference

clock. We first explain the underlying idea behind the SPAkhm@ using simple square waveforms.
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2.3.1 AF Independence and SP Dependence of Trap Generation

In this subsection, we show that the extent of trap generasiandependent of the activity factor
(AF) of the signal and depends on the signal probability ¢8F). We first elucidate this using two
periodic square waveforms of different frequencies.

Let us consider two square waveforms of frequencies,fsay1Hz andf, = 100Hz. Com-
paring the two waveforms with a reference clock fo= 100Hz, the activity factors (AF) and
signal probabilities (SP) of these waveforms over a periddre can be computed as: AE 0.01,
AF; =1, SR = 0.5, and SP= 0.5. Using (2.40), it can be seen that the interface tragsitien
calculated at some large timgis the same for both these waveforms. Hence, we concludi¢hiha
amount of trap generation for any two waveforms with idadtgignal probabilities is independent
of their activity factors. Intuitively, this is true becaufor the signal with a higher activity factor,
although fewer traps are generated in each cycle, thera@er Inumber of cycles, thereby leading
to the same number of interface traps. However, the deperd#rihe trap generation on the signal
probability (for two waveforms with equal time period) ighar obvious, since higher on-times
imply larger amounts of stress, and lower amounts of regoves seen in Fig. 2.9, four waveforms
with the same frequency and different stress duty c§q@£5, 0.5, 0.75, and 1) are considered and
the amount of trap generation is plotted for 1000 cycles.€€iqally, there is considerable difference

in the final values of the four curves.

1.00
0.75
0.50
0.25

Increasing duty cycle

0 2 800 1000

00 40 600
Numober o? cycles

Figure 2.9: Signal probability dependence of trap genamashown for four waveforms of equal
frequency but varying off-time duty cycles.

4Since a PMOS device is under stress when the signal is a legi; and signal probability is
defined as the probability that the signal is a logic higresstrduty cycle = 1-SP.
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2.3.2 SPAF Method

The SPAF method helps convert a random aperiodic signal &maivalent waveform based on its
statistical information (SP). Such a transformation isasal in order to perform temporal simu-
lation of circuits, since the exact input waveforms canmtetermined. Since the interface trap
density is independent of the AF of a signal, the crux of thafSRethod is to statistically compute
only the signal probabilities of any given node over a largequl of time (say= 10000 cycles).
The SP information can now be used to compute an equivaletdngular pulse with the same
SP value. Such a transformation is equivalent to reprewgatilO0Hz square waveform by a 1Hz
square waveform for instance, both of which have the samdlsPvalidity of this transforma-
tion is based on the frequency independence property provdte previous section, since both
these waveforms generate the same number of interface ffapseconstructed waveform is now
assumed to repeat periodically, and the total number offade traps generated by this periodic
signal is computed by simply modifying the expressionsweetifor s;, outlined in Section 2.1.8.
Let the total time period of this new waveform beycles, such that it is low fom cycles and
high for £ — m cycles (Fig. 2.10). Let indicate the number of such periods, each of duration
We can determine the number of interface traps generatety (&32) and (2.35), for the stress

and the relaxation phases respectively. Usingsiheotation, these can be simplified as:

(71+32n)% nk <i<nk+m
(2.50)

Snk+i = Snk+m+5nk<‘2(nf+i)

0.5
) nk+m<i<(n+1)k

It must be noted that (2.38) can be obtained as a special €63&0) by using: = 2 andm = 1.
The SPAF method of equivalent waveform construction isfieetifor two random waveforms
of SP = 0.25 and SP = 0.75. It must be noted that the stresstpliobaf the PMOS transistor
is equal to (1-SP), since the PMOS device is under stress wigenignal is a logic zero. The
samples are accumulated over 10000 cycles. Equivalesingafar pulse waveforms with= 100
cycles, andr = 100 cycles are reconstructed. The total number of interfagesteae calculated
at the end of 10000 cycles, using (2.50). The results, mlattd=ig. 2.11, show the same amount

of trap generation for the actual waveform (Monte-Carlowgation) and the SPAF method based
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Figure 2.10: SPAF method to convert a random waveform to iaglierrectangular waveform with
equivalent stress duty cycle.

solution. Thus, the SPAF method of equivalent waveform tanson is validated. The SPAF
method can reduce a random aperiodic waveform to an equivsil@ple periodic waveform, and
hence, can decrease the amount of computation, withoubfaascuracy. This helps is performing

quick simulations in a computationally efficient mannerdascribed in the next section.

75% Duty cycle

Monte-Carlo

OO 2000 4000 6000 8000 10000
Number of cycles

Figure 2.11: Simulations for 25% and 75% duty cycle wavefosmowing the validity of the SPAF
method.

The SPAF method is used in Section 3.1 during BTl-aware ginginalysis, to determine the

impact of NBTI on the asymptotic transistby, degradation, during high frequency operation.
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2.4 Limitations

The analytical model for NBTI described in the previous mectoes not provide a good fit with
experimental data, particularly during the recovery stagecan be seen from Fig. 2.5. Experiments
in [5,21-23, 34, 35] show rapid recoveryify, during the initial few seconds of recovery, as well as
a higher fractional recovery (than the 33% as seen in Figal&® 50% as predicted by the analytical
model in [13]). The amount of fractional recovery is showrépend on the thickness of the oxide,
in [3], while the model presented in Section 2.1 is based eragsumption that the oxide thickness
is infinite (or equivalently that there is no difference ire thiffusion constant of hydrogen in the
oxide or in polysilicon). However, the authors in [3] shovatlis significantly higher in the oxide
than in polysilicon, thereby implying that a model for NBTust consider the impact of finite oxide
thickness.

Subsequent analytical models for NBTI have tried to addilessssue of obtaining a better fit
with experimental data, particularly during the beginnirighe recovery phase, as well as capturing
the impact of finite oxide thickness. In particular, the work20, 61, 62] attempts to incorporate
the effects of finite oxide thickness, and the differing sabé diffusion of H, in oxide, and poly,
and thereby provides a comprehensive multicycle model.Widnk in [20] concurs with our work
in Section 2.2 in showing frequency independence analigticihe model provides an excellent
fit with experimental data from [3], and shows more recoveny d higherd,, value, which is
consistent with experimental observations in [3].

However, the value of in the model in [20] is deemed to be universal, and this cashtieanex-
pected results as follows. For instance, the recovery pbiase model in [20] for thel,, = 1.2nm
case is examined, for a single stress phase of 10000s, &ldy continuous recovery for a long
period of time. It is expected that the amount of recovery tngogsitinue to increase, with time,
leading to near complete recovery at infinite time [63]. Hegrean evaluation of the model shows
that the recovery curve reaches a minimum at around 40008s;antinues to increase beyond that
time. A similar behavior is seen for thg, = 2.2nm case, with the minimum occurring at around
20000s, and the deviation from the minimum value is largee h€his may lead to unexpected be-
havior, and the minimum may shift toward a lower time poiot, Ibwer stress periods, and higher

oxide thicknesses.
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The work in [64] considers two separate models for dynamd static NBTI stress, with the
dynamic stress model showing lower amount of thresholdageltdegradation after 1/10 years of
operation, due to the effect of recovery. THg degradation expectedly increases as a function of
input duty cycle, and the shape of the curve is similar to ith&lig. 3.2. However, the model has a
severe limitation in that th&;;, value for input duty cycle = 1.0 is much lower than the corcegng
value for static NBTI: since dynamic NBTI with a 100% stresgqual to static NBTI, it is expected
that the two values match, and that the dynamic NBTI curverexae with the static NBTI value.
However, this drawback represents an underestimatioreimtpact of dynamic NBTI particularly
at transistor degradation probabilities in the range @&-[00]. Subsequent, savings obtained with
IVC (input vector control) as shown later on in [64], is prdue to this inherent discrepancy in the

modeling itself, as opposed to the novelty of the scheme.

2.4.1 A Note on OTFM and UFM Techniques and Validity of the R-DTheory

Two current state-of-the-art techniques to measure thaampf NBTI on V;;, during recovery
include OTFM (On-the-Fly Measurement) which estimat€k;;, by measurinq%d\, and UFM
(Ultra-FastV;;, Measurement) which estimates the intrinsic NBTI dng degradation directly.
UFM-based techniques, which can measurelffjedegradation during the recovery phase, within
1us after removal of the stress, have been employed in [22, ESperimental results show that
there is a uniform recovery df;;, during the relaxation phase, with an almost identical arhoun
of fractional recovery in every decade. Subsequently, 231 show results comparing the large
differences between an R-D theory-based model for recoaad/ithe experimental data, suggesting
that the R-D mechanism does not provide a satisfactory eaptan for the physical action during
recovery. Further, [21] explains the various drawbackshefR-D theory-based analytical model

proposed by Alam in [13], such as:

1. 50% recovery i, predicted after seconds of recovery, followingseconds of stress, irre-
spective of the value af, whereas experimental results show a dependence articularly

with smaller values of producing larger fractional recovery.

2. Numerical simulations of the R-D model predict 100% rexgywhereas [13] predicts only

around 75% recovery, ds— co.
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3. Poor fit during the beginning of the recovery phase&(r), and fort > 7.

The authors in [21] hence propose a dispersive transpoedba®del for trap generation and
recovery. Further, the works in [25, 28, 29, 65] support & litapping-detrapping based model,
instead of a reaction-diffusion based model. However, [B&finguishes the gate dielectrics into
two types (Type | and Type IlI) depending on whether they ar®©Rplasma nitrided oxides) or
TNO (thermal nitrided oxides), and explains the discrepdretween the bulk trapping and the R-
D models, for each of these types. Recently, [66] highlighésdifferences between an OTFM and
a UFM-based technique for analyzing the impact of NBTI. Theva work also shows that the R-D
theory is consistent with the experimental results obthinging OTFM techniques, and the log-
like recovery (equal recovery in every decade) observed2ng3] is consistent with a UFM-based
technique. The authors in [66] also state that the log-besealery ofl;;, observed in [23] is due

to the inappropriate usage of the quasi-state relationship

qAN;T

AV, = o

(2.51)

to ultrafast transient conditions. Further [66] explaihe drawbacks in using a UFM-based tech-
nique, and strongly supports the validity of the reactidfusgion theory for predicting the impact

of NBTI correctly.

2.4.2 Guidelines for an NBTI Model

Based on the drawbacks identified from existing NBTI modsdsyell as observations from several

publications such as [5, 23, 27], we present some key gaekefior an NBTI model as follows:

1. The model must predict that the number of interface tnagpeases rapidly with time initially,
as explained in [52,67], and asymptotically lead f¥;a:(¢) t% relationship, (assuming that

the diffusing species are neutral hydrogen molecules)xperenentally observed in [2, 3, 9].

2. The model must be able to capture the “fast initial recpyrase” that is of the order of a

second [5], during which recovery is higher.
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3. The model must predict higher fractional recovery for a®3/device with a larged,,., for
the same duration of stress, as observed in [3]. This is lsecaularger,, implies a larger
number of fast diffusing hydrogen molecules in the oxidel hence implies higher amounts

of annealing.

4. For an AC stress case where the stress duration is equa¢ t@laxation time period, the
model must predict larger fractional recovery, with lowtess times [5]. Previous works
using an NBTI model [13,19] and numerical solutions of thedeldn [21,23] all predict 50%
recovery, when the ratio of the relaxation time to the sttigse is equal to one, irrespective

of the actual duration of the stress time.

5. The model must predict some form of frequency indepereleire., the number of interface
traps generated must approximately be the same asymiitoticaspective of the frequency
of operation. Although, the exact range of frequencies ewlsich this phenomenon holds
good is still not very clear, some form of frequency indepamz is widely observed in the
1Hz - 1IMHz range [13,59] and has recently been shown to exestihe entire range of 1Hz

- 2GHz in [60].

Accordingly, we propose an R-D based model for NBTI that dussconsider the oxide to be
infinitely thick. The results show that the model can resaegeral inconsistencies, noted with
the reaction-diffusion theory for NBTI generation and medination, as observed in [5, 21-23].
Further, the model can also explain the widely distinct expentally observed results in [5, 34,
35]. It must be noted that our model is presented under theeadssumption that the R-D theory
provides a valid and satisfying explanation for interfa@ptgeneration and recombination. Our
work seeks seeks to provide a better understanding of thenkdhanism, thereby improving upon
the drawbacks in previous (R-D based) works, as listed irb#gnning of this section. Further,
it must be noted that our goal is to build a modeling mechari@mNBTI action that can be used
to predict the impact on the timing degradation of digitatuits after several years of operation.
Hence, a fast asymptotically accurate model, as opposesldavaycle accurate model that requires

extensive numerical simulations, is of utmost utility.
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2.5 Finite Oxide Based Model for NBTI Action

While Section 2.1.1 describes the R-D model equations mirtfinite oxide case, the derivation is
suitably modified here, to incorporate the fact that theudifin constant of hydrogen in the oxide
(Do) is higher than that in polysiliconZf,). Using Fick’s second law of diffusion, the rate of

change in concentration of the hydrogen molecules insid@xide is given by:

Ny, _ 5 d*Na,
- oxr

o 02 for0 < x < dgy, (2.52)

as described in (2.5) in Section 2.1.1. Similarly, the rdtehange in concentration of the hydrogen

molecules inside poly is given by:

ANy, ANy,

dat P dx?

forz > d,, (2.53)

The derivation for the reaction phase is identical to thatcdbed in Section 2.1.1. We now
rederive the model for the case where a square waveform wdtosss and relaxation times are
equal tor, as shown in Fig. 2.1, is applied to the PMOS device.

The first stress phase occurs from time 0s tor, as indicated in Fig. 2.1. During this stage,
the PMOS device is under negative bias stress, and henaragien of interface traps occurs. The
stress phase consists of two components, namely diffusiaxide and diffusion in polysilicon,
leading to two analytical expressions, respectively.

Fig. 2.12 shows the evolution of the diffusion front at diéfiet time stamps. Unlike the triangu-
lar front in Fig. 2.3 for the infinitely thick oxide case, théfdsion front becomes a quadrilateral in
the oxide, followed by a triangle in polysilicon, as desedbin Fig. 2.12.

The derivation for the number of interface traps for difarsiin oxide is presented in Sec-
tion 2.1.4. Thus, we have:

Niz(t) = kg (2Dgyt)® (2.54)

2
wherek;; = (’“kaﬂ) ? as shown in (2.18). The above equation is valid until theofighe

diffusion front has reached the oxide-poly interface, asaghin Fig. 2.12(d). The time at which
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Figure 2.12: Diffusion front for the first stress phase: (a)wgs the cross section of the PMOS
transistor:z > 0 denotes the direction of the oxide-poly. (b) shows the fatnime¢ = 0, and

the hydrogen concentration is 0. (c)-(f) show the front bigirihe first stress phase. (c) shows the
triangular approximation of the diffusion front in the ogidwith the peak denoted Uy?,z, while

the tip of the front is at:,(¢). (d) shows the front at the oxide-poly boundary, i.e., whg(y)
=d,.;, and the subsequent decrease in the peak concentratioahof@¥ the front extending into
poly, while (f) shows that sinc®,, > D,, the front can be approximated as a rectangle in oxide,
followed by a triangle in poly, i.ej,\ffgf R N?h-
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this occurs is denoted by, and can be computed by substituting¢) = d,, in (2.16) to obtain:

(2.55)

Typically, ¢; is of the order of a second for current technologies, comnisigehe values of the oxide
thickness, and),,. The number of interface traps for the first stress phasehusntie expressed

as:

wl=

Npp(t,0 <t <ty) =krpag(t): (2.56)

wherex;(t) = /2D, t.

Assuming that is greater than; (the case where < t; is handled later), the diffusion front
moves into polysilicon as well, as shown in Fig. 2.12(ehaligh the diffusion coefficient for Hn
poly (denoted a®),), is lower than that in the oxide [3]. The rate of change incganration of the

hydrogen molecules inside poly is given by:

dNy, d’> Ny,
=D 2 for 2 > dyy 2.57
at Pz O 2 o (2:57)

which is similar to the equation for oxide in (2.5). Assumistgady state diffusion, as in the case
with the oxide (2.9) in Section 2.1.4, the above expressamaiso be approximated as:
d*NY,, (1)

implying that the diffusion front in poly is also linear. Tidiffusion front assumes a quadrilateral
shape inside the oxide, followed by a triangle in poly, whie tip of the diffusion front being at

somex,(t) > d,,. Hence, we have:

dNy,
¢NH2 - - p d’I,‘
d

dNm, NHD;
= 2.59
dx Tq — Aoy ( )

for x > d,, and
dOII}
Nj, x> dog = Npgr — —12 (2 d,,) (2.60)
Tg — do,r



For large values of, i.e.,t > t;, the shape of the plot can be approximated as a rectangle in
oxide, followed by a triangle in poly, since the oxide thieks is of the order of a few angstroms,
andD,, > D,. We verify this analytically by computingy ;1;7; as a function OW%Z, as follows:

The number of interface traps is equal to the integral fror QR which is equal to the area

under the curve in Fig. 2.12(e), as follows:
— 0 doz doz
Nip(tt > 1) = [dow (Nfy, + Nz ) + Njir (20 = do) (2.61)

whereNﬁ,‘j is the hydrogen molecular concentration at the oxide. Bafigating, with respect to
doz

. . . d . . . : .
time, and ignoring the% component, smcé\fz"; is a slowly decreasing function of tiiewe

have:
dN[T d dxd
= g NGou 2.62
dt Ha gt (2.62)
From (2.59) and (2.62), we have:
(xq — dog)dx = Dydt (2.63)
Integrating, and using initial conditions, i.e(t1) = d,,, we have:
xq = doy + 2Dp(t — t1) (2.64)

We now use the diffusion equation in (2.3) to compute thee/aﬁj\ff;;f in (2.61). Along the oxide-

poly interface, the outgoing flux from the oxide is equal te thcoming flux into poly. Therefore,

we have:
% = Doy d]jf - D, d]jf (2.65)
atx =d,,;. Since,Ny, is a linear function of:, we have, at the interface:
(¥, - Vi) N
Dy i =D, oo (2.66)

5The value ofo;;-T and NI“{Q are determined by the rate of generation of interface trafisea

surface (increases ast%), and the rate of diffusion of hydrogen molecules at the tifne diffusion
front (decreases as /), causingNy, to be a slowly decreasing function of time.
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Substituting and simplifying, we have:

Donr/2D,(t — t1)

Nlor  — 7O
> "2 Dou /2Dyt — 11) + Dydoy
= N}, f(¢t) for brevity (2.67)

It is easy to see that far> t¢,, the value ofo;;” almost becomes equal MQIQ. The diffusion
front is shown in Fig. 2.12(f) for this case. The front almbstomes a rectangle in the oxide

followed by a right angled triangle in poly. Using (2.67) lh§1), we have:
Nip(tty <t <7) = |dox Ny, (1 + f()) + N, /2Dy (t — tl)f(t)} (2.68)
Lumping the terms in (2.68), we have:
Tequivt, t1 <t < T) = dog (1 + (1)) +1/2D,(t — 1) f (1) (2.69)

wherezequiv represents the tip of an equivalent triangular front thattha same area. This step is

performed such that the expression resembles the form&6)2Thus, we have the final expression:

Nip(t,0 <t <t)) = kip(2Dggt)s

Wl

Niplt ot <t<7) = krp[dae(l+ f(0) + /2Dy (t — 1) £(1)] (2.70)

~ 1fort >t (2.71)

© = Dour/2D,(t — 1)
)= Dozr/2D,(t — t1) + Dpdoy

where the first equation accounts for diffusion in the oxiding to a rapid stress phase, followed

by the second equation which involves diffusion in poly, #melefore, a slower stress phase.
Using the above equations, it is easy to obtain an analyeiqgatession for the number of inter-

face traps for the static NBTI stress case, or the DC stresssasfollows:

D=

Nirpe(t,0 <t <t1) = kir(2Dgyt)

6
1

Nirpe(tt > t1) = kpp|do(1+ f(t)) +1/2Dy(t — tl)f(t)} ’ (2.72)
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Simulation results for the DC stress case, using the abodehaoe shown in Section 2.8 - Fig. 2.23.

2.6 Numerical Simulation for the First Stress and Recovery Rases

Before deriving an analytical model for the first recovenagh as shown in Fig. 2.1, we present a
detailed numerical analysis and solution to this case. 3éition aims to identify the origin of the
drawbacks of the recovery modeling in [13], and argues tiestd¢ are not necessarily a limitation of
the R-D mechanism itself, as contended in [21]. Accordinglynodified R-D model for recovery,
based on the model in [13] is developed in Section 2.7. It hestoted that numerical simulation is
only used to aid the reader in understanding the developofeéhe actual mathematical model for
the recovery phase. The employment of such a numerical atirontbased model is prohibitively
computationally intensive, particularly in a multicyclamework to estimate the asymptotic impact
of NBTI on transistor threshold voltage after three yeari()17 cycles at a frequency of 1GHz) of
operation.

We present a numerical solution framework for the R-D modgla¢ions, described in Sec-
tion 2.1.1. We provide an in-depth analysis of the recoveodeting in [13], and show that the
value of the back-diffusion coefficieft = 0.5, as used in [13] is not universal, afids actually
based on curve-fitting. We argue that the poor fit betweennhbytical model in [13] and measured
data is partly due to the misinterpretation of the valug¢ a$ being universal, and not the R-D model
itself.

We then explore the impact of using a two-region model canrsid the finite thickness of the
gate-oxide, and a higher value of the diffusion constantxidey as compared with poly [3]. We
show simulation results using this finite-oxide thicknbeased model for NBTI recovery, and argue
that the model further helps eliminate the previously entened limitations in using the R-D theory

based models.

2.6.1 Simulation Setup

A backward-Euler numerical solver based on [68] is impleteernwith adaptive time stepping,
usingk; = 4.66s !, k, = 4.48e-9cmis !, ky = 1.4e-3s', N = 5el2cm, andD,, = 4e-17cms 1.

It must be noted that the exact values do not influence the-diependencies [56]. A minimum
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step-size of le-4s is used for the simulations. We assuntéhibiee is a one-one correspondence
betweenAV;, and N;r for each of the cases, and that the y-axis, which denotesdimeatized
N;r values (marked as “Scaled;r" in the figures), may also be interpreted as the normalizgd

values. The results are shown in the following subsections:

2.6.2 DC Stress

We first present the simple case of applying a DC stress on @3 transistors for 10000s.
Fig. 2.13(a) shows the growth of;r with time, while Fig. 2.13(b) shows the evolution of the
diffusion front with time, fort = [100s, 1000s, 10000s]. The tip of the diffusion front graass/t
and the peak concentration decreases, whijle increases asymptotically asts. Both results are

consistent with the findings of the analytical model, dethih Section 2.1.4.

1 2.5X 10
.08 2
12: 0.6 £1.5
3 T
8
G o4 1

0.2 0.5 10000s
% 5000 10000s 0 0.5 1 15 2
time(s) distance (cm) x10
(a) Ny for stress phase. (b) Evolution of H diffu-
sion front at 100s, 1000s, and
10000s.

Figure 2.13: Trap generation and Hiffusion for DC stress.

2.6.3 Effect of Stopping Stress

Fig. 2.14 shows the evolution of the diffusion front whemess was applied until time= 10000s,
followed by diffusion of existing hydrogen molecules fangt > 7. The results show that the peak
concentration of hydrogen at the interface reduces, whdhesatip of the diffusion front continues

to grow asy/t. The shape of the diffusion front, and the decreasNﬁg for t > 7 is obvious since
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there is no further generation of interface traps, and theease in the base of the triangular front
must be accompanied by a decrease in its height.

x 10"

5

4

2 4 6
distance (cm), ;4

Figure 2.14: Evolution of diffusion front for 10000 secorafsstress followed by diffusion of exist-
ing species: upper curve shows the front afterl0000s, while the lower curve plots the case where

diffusion of existing species occurs after 10000s of sineith a lowering of the peak concentration,
and widening of the tip of the diffusion front;(t).

Recovery is modeled as a superposition of two mechanisms:

1. Continued diffusion of existing hydrogen molecules adrayn the interface.

2. Annealing of interface traps, and backward diffusion ydfegen molecules near the inter-

face.

Thus, we have:

Nyp(t,t > 1) = Nyp(r) — Nip(t) (2.73)

whereN;;. is the annealed component.
In the absence of annealing, i.e.kif = 0 (along withk; = 0) during the recovery phase, the
profile of hydrogen molecular diffusion must be as shown o Bi14. Hence, the area under both

curves in Fig. 2.14 is the same, and is given by:
Nip(t,t > 1) x J:d(t)N%2 (t) = xd(T)N%Z(T) (2.74)

2.6.4 Impact of Annealing

In order to determine the impact of annealing, we first siteutae case where 10000s of stress

followed by 2500s of recovery is applied to the PMOS devicég. B.15(a) shows the decrease
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Figure 2.15: Trap generation for AC stress case: 10000sex¥ssfollowed by 2500s of recovery.

in N7 beyond 10000s, withV;(1.25r = 12500) = 0.673/;7(7 = 10000), whereas Fig. 2.15(b)
shows the diffusion front, where there is annealing closthéointerface. The peak concentration
point moves away from the interface, unlike the diffusiomves in the stress phase, which resemble

a right angled triangle. However, the tip of the diffusionrft continues to grow further into the

oxide.
16
4% 10 ‘ ‘
<~—diffusing front
3|1k backward front
= N
= 2
1 existing front
0
0 z*(t) 2 ) 4 6
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Figure 2.16: Diffusion fronts during recovery.

Fig. 2.16 shows the diffusion front after 2500s of recovétig(2.15(b)), superimposed on the
diffusion front for the case where the device is stressed ®000s, followed by continued diffusion
(without annealing) for the remaining 2500s, as explaime8idction 2.6.3. The area under the black

curve, denoted adiffusing front representsvV;;-(7), as explained in (2.74), whereas the area under
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the shaded curve (in blue) i$;7(¢t > 7), and is denoted as trexisting front. In Fig. 2.16, the
region under the triangular shape filled with (red) vertioa¢s, denoted abackward front indi-
cates the number of interface traps annealed, giveN By Assuming that all fronts are triangular,

which is reasonably accurate based on Fig. 2.16, we carPwrite

Nir(1) = Nmy(x=0,t,t>7)\/2D(t + )
Nip(t) = Np,(x=0,t,t>7)x*(t)
Nip(t,t >7) = Ny, (a*(t),6)\/2D(t + 7)
Nyp(t,t >71) = Nyp(r) — Nyip(t) (2.75)

wherex*(t) is the point at which the diffusion front during the recoveryase reaches its peak.
Unlike the figures in Fig. 2.3, where we assume that the pellevacurs at\ ~ 0, i.e., close to
the Si-SiQ interface,z*(t) grows with time, i.e., the peak point moves away from therfatee,
due to forward diffusion of existing hydrogen species.

Fig. 2.17(a) shows the case ferseconds of stress followed byseconds of recovery, where
7 = 10000s (as this case is widely used to compare the perfaemairan analytical model, as well
as to demonstrate experimental results). The shape ofthtsfindicate that the number of interface
traps can be expressed as a difference in the area of theianglés between the diffusing front,
and the backward front, as shown in Fig. 2.16, and derive@.irbj. We now derive the analytical
modeling in [13] using (2.75).

Numerical simulations plotted in Fig. 2.17(a), for thiseahow that:
N[T(QT) - 047N1T(T) (276)

From Figs. 2.15(b) and 2.17(b), we can see Hdt) ~ /¢, and can be written as:

a*(t) = /€ x 2Dt (2.77)

SNumber of interface trapd’;; is equal to twice the area under thg;, curve, from (2.12).
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Figure 2.17: Trap generation for AC stress case - 10000sedsstollowed by 10000s of recovery.

where¢ is the curve-fitting parameter whose value must be detednidsing the above relation in

(2.75), we have:

Nir(t) = Np,(x=0,t.t>7)\/2D(t+ 1)
Nip(t) = Npg,(x=0,tt>7)\/2(Dt
Npp(t,t > 1) = Nyp(r) — Nip(t)
- N (T) _ N]T(T)\/Qth
" 2D(t + 1)
== N[T(T) [1 - 7 _5:7_ (278)

which is the equation for recovery in [13]. Substituting ttadue of N;;-(27) from (2.76) in (2.78),

we have:

0.47N[T(T) = N[T(T) [1 —

&t
T+T

(2.79)

from which, we obtair¢ = 0.58, which is the theoretical value offor double sided diffusion, as

stated in [13]. However, for simplicity, a fixed value ©f 0.5 is used, which results iN;;(27) =

0.5N[T(T).

We now compare the values of the analytical model for regousing (2.78) and the results

from numerical simulations, for different valuesiofvith a fixed value of = 0.58. Table 2.1 shows
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the values of%t(t)ﬂ, i.e., the fractional recovery numbers during the relaxaphase, computed
using numerical simulations, and using the analytical rhfsden (2.78) with& = 0.58, for different

values oft, wherer = 10000s. The last column of Table 2.1 recompygtesm (2.78) by substituting

Table 2.1: Comparison between fractional recovery numbbtained through numerical simula-
tions and analytical model.

time (¢) | analytical | numerical| new value of¢
2500 0.659 0.673 0.534
5000 0.560 0.575 0.542
10000 0.468 0.468 0.580
30000 0.340 0.309 0.637

the value ofN;1 (¢ + 7) for each case. The results show thas not a constant, and increases with
t. However, fort < 7, the difference between numerical and analytical reswdiisgt = 0.58 is
not large. Thus, the discrepancy between numerical sitonlag¢sults and analytical modeling for
the recovery phase, for large valuestpis clearly attributed to the use of a fixed valuetpbased
on curve fitting at one time stamp= 7. This discrepancy can be resolved by using a curve-fitted
expression fog, as shown in Fig. 2.18. Two sample curve fitted expressiodslair accuracies
are shown in Fig. 2.18(a), while the corrected model is ptbih Fig. 2.18(b) along with numerical
data, as well as the case where 0.58 is used. The results indicate that with a time varying
a good fit between numerical and analytical results can ba&radd. Such a modified analytical
solution from an R-D theory based on [13], with a time varyindoes indeed converge well with
numerical simulation results. It must be noted that the editted expression faof in Fig. 2.18 is
one of many choices, and is merely shown to illustrate thgeiséa time-varying model fof”.
Simulation results also show that the valuet afepends onr, as well, particularly for smaller
values ofr. Hence, any comparison of recovery models with the R-D thbased analytical model

expression of [13] must be performed using the approprialigevofé.

’Both the curve-fitted expressions in Fig. 2.18 do not guatiiatt converges to 1, as— oo,
and may require to be further modified for the case of a sinpéss phase followed by recovery
of the device for infinite time, thereby resetting it to be ieglent to an original unstressed device.
However, these expressions are merely shown to illusthetdaict that¢ is a function oft, and is
not a constant.

48



0.75

o
©

—e—exp-fit

P
0.7 306 —— numerical
] —¢=0.58
< 0.65 o
hvs ) < 04
0.6 —o—|og-fit c
——exp-fit 2
0.55 ——numerical jc
0% 5 10 % 5 10
time(s) % 10° time(s) % 10°
(a) Curve-fit fore. (b) Fractional recovery using

time-varying curve-fitted.

Figure 2.18: Curve-fitted expressions for time varyifigising an exponential relatiort (=
0.5843 (£)*®") and a log relationq = .0557log (L) + 0.5879).

T

2.6.5 Finite Oxide Thickness

In this section, we propose to account for further discrejgnbetween the findings from a numer-

ical or an analytical model and experimental data, such as:

1. Experimental results for a single stress phase followea $ingle recovery phase show more
than 80% recovery in [5] for = 1000s, around 60% recovery in [3] for= 10000s, and 50%

recovery in [13] forr = 1000s, for devices with an oxide thickness of 1.2nm-1.3nm.
2. Larger fractional recovery for the same value-dbr a higher oxide thickness is seen in [3].

3. Rapid decrease ¥, at the beginning of the recovery phase [5], implyingg behavior for

recovery, where equal recovery is observed in every de@ide?f.

Accordingly, a finite oxide thickness-based two-step masetontended since the diffusion
constant of hydrogen in oxide is larger than that in polgeiti (D,, > D,). Although the exact
values ofD,,,, andD,, are still widely debated [3], their relative ratio influesdée shape of tha/;
curve. We perform numerical simulations, using our setggjescribed in Section 2.6.1 for a case

whered,, = 1.3nm. Additional boundary conditions at the oxide-palierface are added to the

8]t must be noted that [66] has attributed this behavior toredurate way of estimating the
impact of NBTI by using UFM techniques.
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numerical simulation setup used for the infinitely thickdeicase, in Section 2.6.1, is assumed
to be 0.2%,,. Fig. 2.19(a) which plots the simulation results shows thate is approximately

60% recovery after seconds of recovery far = 10000s, as opposed to Fig. 2.17(a) which shows

50% recovery.
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< 0.6 w 0.6
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0 n
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1000s
0.2 0.2
0
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time (s) x10* time (s)

(@) Finite oxide thickness- (b) Fractional recovery for dif-
based model. ferent values of-.

Figure 2.19: Validation of finite oxide thickness-based eiod

Fig. 2.19(b) shows the model for the caseracf 10000s, and = 1000s, with higher fractional
recovery for the 1000s case, since morgisicontained in the oxide, and rapidly diffuses back to
the interface. Unlike the infinite oxide thickness case,clthivould have incorrectly predicted a
fractional recovery 0f&£50% for bothr = 10000s, and = 1000s, higher fractional recovery is seen
with lower values ofr. The shape of the diffusion profile at the end of the first steexd recovery
phases for the case of= 10000s, and),, = 4 D, are shown in Fig. 2.20. Fig. 2.20(a) shows
the diffusion of Ny, at the end of the stress phase, with the rectangular shapetirrthe oxide,
followed by a triangular front in poly. The diffusion profifer recovery in Fig. 2.20(b) indicates
that the fraction of the hydrogen molecules contained iro#tige quickly diffuses backwards during
recovery.

Thus, it is clear that a two-region based model for recoveith differing diffusion constants
for oxide and poly is necessary to model the recovery phadeBafl action. Accordingly, we
also use two curve fitting constarts and¢&,, for the backward diffusing fronts in oxide and poly,

respectively, and determine the values of these constantgatch the experimental results. The
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development of the analytical model for recovery is dethifethe next section.
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Figure 2.20: Diffusion front considering finite oxide thrakss.

2.7 Model for the First Recovery Phase

During the recovery phase, the stress applied to the PMOiSalsvwreleased, as shown in Fig. 2.1.
Some of the hydrogen molecules recombine with §iecies, to form Si-H bonds, thereby anneal-
ing some of the existing traps. Since the rate of diffusiomydrogen molecules in the oxide is
greater than that in poly, rapid annealing of traps occuthénoxide, followed by a slow anneal-
ing in polysilicon. Accordingly, we have two stages of reegvin each relaxation phase, that are
modeled separately:

1 015

1010

10

10

0 05 1 1.5
time (s) % 10°

Figure 2.21: Hydrogen concentration at the oxide-sulsstiiatierface during the first stress and
recovery phases, showing the rapid decreasgjjnat the beginning of the recovery phase.
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2.7.1 Recovery in Oxide

Recovery in oxide consists of two sub-phases, namely, dioeaphase and a diffusion phase.

During the reaction phase, we have from (2.2):

dNyp

= —k.N;pN? 2.80
o 1Ny (2.80)

wherek; is zero since there is no trap generation. The hydrogen otrati®n decreases expo-
nentially during the beginning of the recovery phase, asvehim Fig. 2.21. A decrease in the
concentration of interface traps occurs during this precékwever, the reaction phase lasts only
a few milliseconds, as seen from the simulation results. heshlydrogen concentration remains
almost constant, diffusion becomes the dominant physiealhanism. During this diffusion phase,
annealing of interface traps near the interface, followgdack-diffusion of existing hydrogen
molecular species in the oxide occurs. For simplicity in elod), we combine the reaction phase
and the diffusion phase into a single stage of modeling #zvst

We model the rapid annealing of interface traps inside thdepxwhich occurs from time
to 7 + t9, wheret, is the time at which annealing proceeds into poly. Let us rhifte events
at the interface as a superposition of two effects: “forwatiffusion, away from the interface,
and “reverse” diffusion, toward the interface; the latteneals the interface traps, as explained in
Section 2.6.4. During this condition, the diffusion of ékig species continues agt + 7)
V2D, (t + 7) inside poly, while the peak of the diffusion front decreafiesn N, to N , as
shown in Fig. 2.22(c), for soma < d,,.

We may approximate the hydrogen concentration in the oxdeeang a triangle plus a quadri-
lateral: at time(r + ¢), it goes from O atz = 0, to N,?‘,Q(T +t)atx = A, for someA < d,,. The
hydrogen molecular concentration follows a right anglegtyle profile in poly, since there is no
effect of annealing here yet, with the concentration bd\fﬁ; ~ N ,%2(7 + t) at the oxide-poly
interface, and decreasing to 0 againatr + ¢). During this phase, the rate of decrease of interface
traps can be assumed to be low, and is hence approximated sing the same notation as [13],
page 3, we have:

~ 0 = —k, (N — Nip) (N9 — Njy) (2.81)
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Figure 2.22: Diffusion front for the first recovery phase) ghows the cross section of the PMOS
transistor, (b) shows the front at timei.e., at the end of the first stress phase, while (c) shows the
front at timer + ¢, into the first recovery phase.

Since the residual number of interface tra@sy,, — N};), is significantly larger than zero, it must
mean that the residual hydrogen concentration at the auerfN?, — N3,) must be near-zero.
Denoting the number of annealed traps\gs.(7 + t), we can express the net number of interface

traps during the relaxation phase as the original numberapkt minus the number of annealed
traps:
N[T(T—I—t) :N[T(T) —N;T(T+t) (282)

The number of interface traps annealed due to backwardsahffif13] can be expressed as:

Nip(r+1) = Ng,v/& x 2Dgyt (2.83)

Intuitively, this can be considered to be equivalent to @angle whose height is given byﬁ‘h, and

the backward diffusion front beginning at timds given from [13] as:

2*(t) = /261 Dot (2.84)

&1 is a parameter that captures the effect of two-sided ddfuysand its original value is of the order
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of =~ 0.58 [13]. However, in order to account for the exponentietrdase in the interface trap
concentration during the reaction phase of the first regopbase, using a single analytical model,
& is set to a large number, and its exact value is determineddhrcurve fitting.

Based on the argument in the previous section, the total suwitinterface traps is given by

the area enclosed under the quadrilateral plus the triamgleig. 2.22(c) as:

Nir(t+7) =~ N[%Q (Qdom A w/QDp(t + T)) (2.85)

whereA, i.e., the location of the peak concentration of hydrogetecwes during recovery (follows

the dynamics of the diffusion front for stress phase, andé&démom (2.16)) increases with time as:

A =/2D,,t (2.86)
The tip of the diffusion front:,(¢), computed from (2.69), is approximately at:
xq(t) = dog + /2Dy (t + 7) (2.87)

Solving for Nf;, in (2.85), we have:

Nt — N[T(t+T) (2 88)
M %y — \/2Dgul + /2D, (t + 7) '

Since, the number of interface traps is given by the diffeedvetween the number of trapsraaind

the number of traps annealed, we have:
N[T(t+T):N[T(T)—N;T(t+T) (289)
Substituting forN; (¢ + 7), and simplifying, we have:

Nrr(t+7) = Nir(7) — Nrr(t 4+ 7)g(t) (2.90)

\% 251 Doxt

2.91
2doy — /2Doyt 4+ /2Dy (t + 7) ( )

where for brevityg(t) =
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Simplifying, we have:

N
Nip(t+7,0 <t <ty) = 1?;;2)

This process continues until timg, when the back-diffusion front has reached the oxide-poly

(2.92)

interface.

2.7.2 Slow Recovery in Poly

If recovery continues beyond tinte, the back-diffusion front now enters poly, where its grovgh
slower, in comparison with that in the oxide o the diffusion front during the first stress phase in
Fig. 2.3). Hence, during this phase, the rate of annealingtefface traps reduces. However, by
this time, since the oxide is almost completely annealety, aslow recovery in poly occurs. The
diffusion front in poly is triangular, and its peak movesthar away from the oxide-poly interface
as being proportional t¢/&,t whereés is the curve fitting parameter. The mechanism is similar to
recovery for the case of an infinitely thick oxide. Hence,tihedel derived in Section 2.6.4 for the

infinite oxide case, can be used here. Thus, we have:

Eao(t —ta)
t+ 7

N[T(t+7,t>t2) :N[T(T+t2) 1— (293)

for time 7 + 5 to 27, whereé, is the curve fitting factor. It must be noted that due to théedénce
in the coefficients of oxide and poly, and the slow progressibthe back-diffusion front in poly,
the value of¢ is less than 0.58, and is of the order of around 0.12% fer t0°. Thus, the two-
step model for annealing consists of a quick annealing ssdgae the number of interface traps
decreases rapidly in the first few milliseconds to about arsgcfollowed by a slow decrease over
the remaining time period.

The model proposed can thus also account for rapid recowemgithe beginning of the relax-
ation stage, due to mechanisms not attributed to a readiffusion process, using the curve fitted
value of¢;. The authors in [66] argue that the rapid decreasg jrat the beginning of the recovery

phase, that does not correspond to a simultaneous decre&se,iis an incorrect manifestation of

9A time varying &», as deemed necessary in Section 2.6.4 is used to model tlEetimpa
single stress phase, followed by long periods of recovarthe plots (Fig. 2.27) shown later on, in
Section 2.8.4.
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the UFV technique used to measure recovery in PMOS devicegeWis not clear what the actual
physical mechanism is, in nanometer scale PMOS devicesgladtual circuit operation, the use of
a curve-fittedt; helps fit better the results of the model with experimentéd dahile still adhering

to the basic guidelines of the R-D theory.

2.7.3 Complete Set of Equations for First Stress and Relaxiain Phase

The equations for the first stress and relaxation phase canrbmarized as follows:

N]T(t,0<t§t1) = k?[T(ZDomt)%
1
Nir(t,thy <t<7) = ki [dox(l + f(t)) +1/2Dy(t — tl)f(t)} ’
N[T(T)
Nir(t+7,0<t <t =
nlth 0SSt = )
[E9(t — 1
N[T(t+7,t2<t§7') = N[T(T+t2) 1-— %
A T

(2.94)

2.8 Simulation Results and Comparison with Experimental Déa

In this section, we compare the results of our model with #gygiirements outlined in Section 2.4.2.

2.8.1 DC Stress

The plot for a DC stress case, for a PMOS transistor wjth= 1.2nm is obtained using (2.72), and
is shown in Fig. 2.23. The plot consists of three significdrages:

1. The initial phase of < 0.1s, during which the reaction phase is dominant. It mustdied
that this phase has been not been explicitly modeled in 2204l (2.56) is used far> 0, as

has been explained in the end of Section 2.1.4, using Fig. 2.2

2. The transient phase of 0.%st < 10s, during which the process is dominated by diffusion in

the oxide.
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Figure 2.23: Plot of DC stress fdp,, = 1.2nm. The curve plots the normalized interface trap walue
for krr=1.

3. The final phase, for large valuestobver which the mechanism is dominated by diffusion in

poly.

It follows from the shape of the log-log plot in Fig. 2.23, tlaat increases, the number of interface
traps asymptotically approacheslearelationship, which satisfies the first guideline outlinédhe
end of Section 2.4.2. It must be noted that in the analyticad@hfor DC stress, and hence the plots

in Fig. 2.23, we ignore the reaction and the quasi equilibriphases of interface trap generation,

for reasons already explained in Section 2.1.2.
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Figure 2.24: Plot of first stress and recovery phases forl0000s, and,, = 1.2nm, with experi-
mental data from [3, 4], shown i
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2.8.2 AC Stress

The plot in Fig. 2.24(a) shows the simulation results forntheber of interface traps generated for
a single stress phase, followed by a relaxation phase, éachaiion = 10000s, using (2.94), for a
PMOS device whose oxide thicknesk,() is 1.2nm. These match the values used in the experimen-
tal setup from [3]. The values dfi and&, are chosen based on curve fitting, with>> &,. The
results of our simulation are shown in Fig. 2.24(a). The ewslrows a good fit with experimental
data from [3, 4]. The accurate fit with experimental datatipalarly during the recovery phase,
satisfies the second requirement outlined in Section 2.4.2.

Recent publications [22,23] have motivated the plottingtodéss and relaxation data, on a semi-
log scale, to compare the accuracy of the fit, over the broacdtgpn of time constants. The fit with
experimental data from [3] on a semi-log scale is shown in Eig4(b). The fit for our model is
not very accurate, during the beginning of the stress plaaskour model shows a higher exponent
as opposed to experimental data. Recently published w8&&s3B, 56] have shown that this is
nevertheless consistent with a Hiffusion based R-D model, and attribute this discrepanshbort-
term measurements to the assumption that H-4ta@dhversion is extremely fast, which may not be
realistic [56]. A detailed analysis of theddH, conversion has been incorporated into an analytical
model recently by [32], and the fit of the model with the expenntal data indeed verifies that this
is true. The shape of the plots from [56] are similar to thawahin Fig. 2.24(b), with measurement
data showing an initial slope of , Whereas the R-D model solution using only diffusion predicts
ats behavior. However, for the purposes of circuit delay degtiad estimation and optimization,
we are more concerned about long term effects of aging afew gears of circuit operation under
various conditions, rather than actual cycle accurateegalln this context, the accuracy of the plot
toward the end of the stress phase, and the asymptotic fitis mmportant, since this governs the

shape of the next recovery phase, and the subsequent diesssp

2.8.3 Effect of Thicker Oxides

Experimental results have shown that as the oxide thickinessases, greater amount of recovery
is expected. We verify this by simulating the casedgf = 2.2nm, andr = 10000s. While the

do = 1.2nm case showed60% recovery after seconds of relaxation, we expect a higher fractional
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Figure 2.25: Plot of first stress and recovery phases forl0000s, and,, = 2.2nm, with experi-
mental data from [3, 4], shown it on a linear scale.

recovery for this case, since makgy, is contained in the oxide, and hence diffuses back faster. Th
results are shown in Fig. 2.25, and expectedly there is 8@%vezy afterr seconds of relaxation.

The results match well with experimental data from [3], it satisfying the third requirement in
Section 2.4.2.

2.8.4 Effect of Lower Stress Times on the Amount of Recovery

7 =10000s |

ScaledN
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timefr

Figure 2.26: Plot of the first stress and recovery phase foi.0000s, and = 1000s, showing the
effect of reduced stress times.

Previous solutions to the R-D model ignored the effect ofdiokide thickness, and the differ-
ence in the diffusion rates in polysilicon and the oxide. &é&rthese results always showed 50%

recovery, when the ratio of recovery time to stress time was independent of the stress time.
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However, experimental results [5] show that a higher foal V;;, recovery is observed for lower
stress times. We verify this by plotting the results for tlase ofd,, = 1.2nm, with stress times

of 10000s and 1000s, respectively, in Fig. 2.26. Furtheralse use compare the results of our
model with experimental data from [5], for the case of a ®mgjfess phase followed by variable
amounts of recovery, for different valuesafFig. 2.27 shows the case where a single stress phase
was followed by 100 seconds of recovery for four cases ofsttienes: 1000s, 100s, 10s, and 1s,

respectively, for a 1.3nm oxide case.

120
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1s

L 2R 2% 4
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Figure 2.27: Experimental data from [5] compared with madsllts to demonstrate the effect of
reducingr.

Fig. 2.27 indicates that our two-stage model for recove wiro sets of curve fitted constants

&1 andé, provide a reasonably accurate fit with the experimentalliesBome key findings are:

1. The plots in [69] shows results where a 1000s of NBTI stmss PMOS device with an
oxide thickness of 1.3nm causes a threshold voltage shi80afV. Subsequent recovery
causes an approximate 50% reduction in the amouh};,oflegradation. However, the results
in [5] show approximately 120mV increaselify, with 1000s of stress, and a large amount of

recovery as well, after 100s of relaxation.

2. The curve fitted value of; is largest for the case of 1000s of stress, and decreaseawith

reduction in the value of.

3. Asingle value of; suffices for ther = 1000s and- = 100s cases of stress, followed by 100s

of recovery, (since = 100s is< 7 for these two cases). However, a curve fitted expression
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for &, of the formé&,, (=) is used for the cases of 10s and 1s of stress followed by emnis

13
recovery for 100s, since>> 7.

4. The value of, decreases with, as well. This can be explained as follows. For the case of
1000s of stress, the tip of the diffusion front is well int@ gholysilicon region, implying that
the base of the triangular diffusion front is large, and &gght relatively narrower. Hence,
with 100s of recovery, the back diffusion front moves deepé&r the poly region with its

narrower height - as compared with the 100s case, implyiaggeis, for a largerr.

Thus, our model satisfies the guidelines outlined in Secidn2 (the last observation about
frequency independence is deferred to Section 2.9.4), emvibies reasonably accurate fits with ex-
perimental data. We now present the extension of our sinygle enodel, to a multicycle operation,
i.e., we calculate the number of interface traps for affystress or relaxation phase, assuming the

input pattern in Fig. 2.1.

2.9 Extension for Multicycle and High-frequency Operation

2.9.1 Second Stress and Relaxation Phase

For the second stress phase, we use boundary conditiomaea@ti to determine the tip of the
effective diffusion front. We solve fare(27) by assuming an equivalent front which has diffused

from time 0 to27, and has the same interface trap concentratioNa$27):
1
Nir(27) = krraes(27)3 (2.95)

The integral forx,(t) from (2.15) is now solved with the limits modified, to obtain:

2a(t) = \/7en(27)? + 2Dyt (2.96)

instead of (2.16). This equation can be used in (2.56) toest the rapid increase in interface traps

due to diffusion inside the oxide for the second stress phaagellows:

Nip(t +27,0 < t < t1) = kyp[2Dost + zert(27)%]5 (2.97)
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This process continues until tinig, beyond which diffusion occurs in poly. Diffusion insidelyo
can be computed using the method outlined in the previousose@nd the number of interface

traps is approximated as:

1
3

Nir(t+2mt <t <7) = kir [\/((1 + F(8))dow)® + e (27)? + F(£)/2Dp(t tl)] (2.98)

for time 2r + ¢; to 37. For large values of, f(t) ~ 1. Hence, we can approximate the above

expression as:

1
Nyp(t+2n,ty <t<t) = kip [\/Qd(,ﬁ + 26t (27)% + /2D, (t — tl)} P (2.99)
As a sanity check, settinge(27) in (2.97), we obtain:
Nip(t) = kyp[2Dopt] (2.100)

which is the equation for the interface trap generatiordimsihe oxide for the first stress phase, from

(2.18). Similarly, setting = #; and thereforef (t) = 0 in (2.98), we have:

1
Nir(ti+27) = kppld2, + ve(27)7]6

= krr[2Dout + weri(27)°]6 (2.101)

which is the equation for interface trap generation inshk dxide during the stress phase, from
(2.97).

Recovery modeling for the second relaxation phase is gitailéoat in the first relaxation phase.
We assume that by this time, the diffusion front has recaleeits original shape of almost a
rectangle in the oxide, followed by a triangle in poly (Fig3@)). The above assumption has been
verified through numerical simulations to be valid for lavgdues ofr >1s. Accordingly, the front

for the second recovery phase is similar to that in (2.87)(&r&R), and is given by:

2q(37) & doy + 1/2D,(37) (2.102)
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During the second recovery phase, the tip of the existingt isoaway from the interface, and hence

grows as:

xq(t +37) = doy + /2D, (37 + 1) (2.103)

However, rapid annealing occurs near the interface, cgusidecrease in the number of interface

traps. Accordingly, we have the equation:

N[T(?)T)
Nyp(t t<ty)=-—’ 2.104
(4 37,0 <t <ty) 140 ( )
V2D, t
whereg'(t) = & : (2.105)
2doy — /2Dgyt + /2D, (t + 37)

for time 3r to 3r + 9, which is similar to the expression for the first recoverygghan the oxide,
given by (2.92). Modeling for the slow recovery phase is Eimio that derived in the previous

section, and the final expression is given by:

a(t —ta)

Nip(t+37,ty <t <7) = Nip(37 + to) P

1— (2.106)

for time 3r + t; to 4r. The plot for the first two stress and relaxation phases i&shio Fig. 2.28.
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Figure 2.28: Plot of the first two stress and recovery phases £ 10000s, and,, = 1.2nm.

The figure shows the number of interface traps rapidly irgsngaduring the beginning of the
second stress phase, because of rapid dissociation of#Héb&nds, which is consistent with the

results in [13]. Recovery during the second relaxation pliagxpectedly less than that during the
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first relaxation phase, since the peak concentration hasdeovweased, due to further diffusion of

hydrogen molecules into the poly region.

2.9.2 Comparison with Experimental Results

We also compare the results of our multicycle model with squielished experimental results.
Fig. 2.9.2 shows the model results for the first stress pHase recovery phase, as well as the
second stress phase for a 1.3nm oxide thickness case,ahd00s. Experimental results from [69]
for this case indicate a 50% recovery afteseconds of relaxation. Fig. 2.9.2 shows that the fit is

reasonably accurate.
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Figure 2.29: Comparison of experimental data and modeltsekar subsequent stress and relax-
ation phases.

2.9.3 Final Simplified Model and Range of Operation

For a multicycle periodic operation, where an AC stress diag on the PMOS device, with stress
time being the same as relaxation time, both being equa) & shown in Fig. 2.1, we obtain the
following expressions for then + 1) cycle, consisting of stress from timer to (2n 4 1)7, and
relaxation from timg2n + 1)7 to 2(n + 1)7, respectively:

Stress Phase:
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1

Nir(2n7)\° ¢
N[T(2717' +t,0<t< t]) = kit T +2D,,t
IT

1
3

6
M) + (200)? + /2Dyt ~ tl)](2-107)

krr

N]T(Qﬂ,7+t,t1<t§7') = /{‘[T[\/(

Relaxation Phase:

N[T((Qn + 1)7’)

N[T((QTI, + 1)7’ +t,0<t< tg) =

1+ Ay (1)
Nip(2n+ 1)1+t ts <t<7) = Np(2n+1)7+1t2)[1 — hao(t)]
whereh; (t) = [ V&1 X 2Dyt
2doy — \/QDoxt + \/QDp(t + (277, + 1)7‘)
§a(t — o)
ha(t) t+(2n+ 1) (2.108)

The above model is valid for > ¢; andr > to, i.e., forr > 1s. Simulation results using this
model forr = 10000s, for 10 years of operation are shown in Fig. 2.30. rékalts show that the
number of traps produced by AC stress is about 0.7 times tbdtped by a DC stress. The shape
of the curves also indicates that the asymptotic slopeseoftio stress cases are the same. This is
suggestive of the fact that AC stress can be modeled as a fingztion of DC stress, for long term

estimates, as explained in Section 3.1.

2.9.4 NBTI Model for High Frequency Operation

For high frequency operation, the above multicycle modehct be used, due to the underlying
assumptions about the shape of the diffusion front, anddhiews approximations made during the
course of the derivations. However, for a 1GHz frequencyatjmm, it is computationally infeasible

to compute the interface trap concentration on a cycle ateurasis for 10 years of operation,

amounting tox 10'7 cycles, either using analytical models or through simateti Hence we seek
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Figure 2.30: Plot showing interface trap generationsfer 10000s for AC and DC stress cases up
to 10 years of operation, on a log-log scale.

transformations of high frequency waveforms into extrgnalv frequency waveforms (say, of the
order of< 1Hz), thereby obtaining tractable and fairly accurate gagtic estimates with a large
speed-up. In this regard, we explore a key property of thewayes of interface trap generation,
namely, frequency independence.

Experimental results have shown that the number of interfaaps, measured after a large
duration of time is approximately the same irrespectivehef actual frequency of the input AC
waveform being applied [13,20,52,53], implying identiaaymptotic/V;r estimates. This property
is known adfrequency independence Although several differing experimental results haverbee
observed, recent experiments have shown that this hold$ @war the 1Hz-1GHz bandwidth [60],
which seconds the analytical findings in [20]. However, asmae closer to DC, some form of
frequency dependence is expected. We verify this phenomiepglotting the number of interface
traps up to 10s for five differentr values differing by an order each, ranging from 1s to 10000s.
The values are compared with the DC case as well, and thegskthown in Fig. 2.31. The results
show that with increasing, the N;r curves tend to become closer. Hence,for 1s, some form
of frequency independence can be assumed to hold good asticalby.

Thus, on the basis of experimental data from [60], and thedteeen in Fig. 2.31, we conclude
that the interface trap count determined for 1s, asymptotically equals the number for a case

wherer = 1ns, ovettjz, Wheretjie is the lifetime of the circuit, and is assumed to be 10 years of
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Figure 2.31: Plot showing interface trap generation fofedént time periods, along with the DC
stress case, to demonstrate frequency independence.

operation:

N[T(t = ljife, T = 13) I~ N[T(t = ljife, T = 1nS) (2109)

Thus, we can use our multicycle model derived in the preveusection, with- = 1s, to estimate

the impact of NBTI on gigascale circuits.
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Chapter 3

BTI-Aware Analysis and Optimization of Circuits

As seen from the results in Chapter 2, the impact of NBTI orRREOS transistor depends on the
sequence of stress and relaxation applied to the gate. Sidiggtal circuit consists of millions of
nodes with differing signal probabilities and activity facs, asymmetric levels of degradation are
experienced by various timing paths. The exact amount afadiedion must be determined using a
model that estimates the amount of NBTI-induced shift invdweous parameters of the circuit that
affect the delay. This metric can then be used to optimizeuits, such that they remain reliable
over the desired lifetime of operation, despite temporgtadation.

We begin this chapter with a timing analysis framework trsiingates the end-of-lifetime de-
lays of a circuit, taking into account the temporal degrixtedf the various devices along the paths.
In Section 3.1, we first show how the multicycle model devetbjn the previous chapter can be
used to asymptotically determine the end-of-lifetime shiidd voltage degradation of every tran-
sistor for varying stress-relaxation duty cycles. Accoglly, a lookup table of/;;, versus transistor
degradation probability (DP) is constructed. Section Behtpresents a BTI-aware timing analysis
framework, where we consider NMOS degradation due to PBWedsas PMOS degradation due
to NBTI. We use degradation probabilities for every tratasigh the circuit netlist, and map them to
Vi shifts, based on thi,,-DP lookup table. Libraries are characterized to deterrthieesensitivity
of the gate delays tb},, and subsequently, the new arrival times at the primaryusitpf the cir-
cuit are computed. Section 3.2 also addresses the linmtafiobtaining a more accurate estimate
of temporal circuit delays by considering signal correlias. We show results in Section 3.3.1 on
45nm benchmark circuits indicating that the extent of dégtian in delay is strongly dependent
on the state probability of the various nodes in the circAitcordingly, a method is proposed in
Section 3.4 to determine the maximal temporal degradatidheocircuit under all operating con-
ditions. Finally, we explore the impact of input vector qoht(lVC) on the amount of temporal
degradation, in Section 3.5. Our results indicate thatgusjstimal state assignment to the primary
inputs of a circuit, a reduction of up to 50% in the degradatbthe delays of the critical paths can
be achieved.

In the latter part of this chapter, we present several dirmplimization technigues to mitigate
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NBTI and to ensure reliable performance over the lifetiméhef circuit. Section 3.6 incorporates
the effects of NBTI into technology mapping during syntBeand a method to build NBTI tolerant
circuits is presented. Section 3.7 then describes an adagjproach that can ensure that the circuit
operates reliably over its lifetime. An adaptive guardbagdechnique using Adaptive Body Bias
(ABB) and Adaptive Supply Voltage (ASV), that maintains ioml performance is presented, and
is compared with one-time design-fix techniques such amgizind synthesis for BTI. A hybrid
approach that optimally combines the advantages of thetimdagnd synthesis approaches, thereby
ensuring maximal performance with a minimal power overhsgulesented in Section 3.11. Lastly,
Section 3.13 is aimed at determining the impact of NBTI on $Rzells. In particular, we investi-
gate the degradation in the static noise margin (SNM) of SR&N&, which is a critical measure of

its read stability. A solution to recover the amount of SNMji@elation is proposed in Section 3.14.

3.1 A Framework for Estimating the Shift in V};, of Every Transistor

in the Circuit

In this section, we begin with a framework for using the NBTddel developed in the previous
chapter, to estimate the temporal degradation of the tblésloltage of every transistor in the
circuit over 10 years of operation. We use the method dessttribb [70], where the authors claim
that AC NBTI can be represented as being asymptotically ldquebmen times DC NBTI, where

« represents the ratio between the number of interface toapghd AC and DC stress cases:
_ Nip,o(t = tife = N7)

a= 3.1
Niryeo (t.t = tie) S

where N denotes the number of half cycles, each of duratipm 10 years of operation. Accord-

ingly, AC stress can be approximated as:

NITAC(th < 18) = OKN[TDC(t) (32)

whereN;r, . (t) is the number of interface traps due to AC stress, &ing, . (¢), that due to DC

stress, at timeé. We verify this method graphically by plotting the actual A@veform and the
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scaled DC waveform, where is the ratio of the number of interface traps computed afdeyelars
of operation, forr = 10000s, in Figs. 3.1(a) and (b). A good fit in the linear pleig( 3.1(a))

guarantees correct estimates, for the circuit lifetimagiiag over the 1 year-10 year period.
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Figure 3.1: Plot showing AC stress represented as an egaivataled DC stress. The two curves
almost perfectly overlap.

Although, the equivalent DC stress model may not providexantaipper bound, especially over
the first few stress and relaxation phases, and may not steextdct transient response initially,
the overall fit is fairly accurate for asymptotic NBTI estites, over a period of time, as large as 10
years, as seen from Fig. 3.1(b). Since reliability estimai@not require cycle accurate behavior of
the number of interface traps, the scaled DC model is simplesafficient.

The above method in conjunction with frequency independearan be used to estimate the

number of interface traps as follows:

1. Convert the high frequency waveforms to equivalent 1Hzefms, by using the SPAF

method outlined in Section 2.3.

2. Calculate the number of interface traps up to 10 years efadion, for the 1Hz square wave-

form, and the DC waveform using the model.

3. Compute the value af, and use the scaled DC model as an approximate temporalkgstim

of the number of interface traps, at various time stamps.
4. Repeat this method for waveforms of different duty cychesd compute the value af in
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each case, to obtain a simple look-up tablewafersus signal probability (such that);;, for
each signal probability = sometimes theAV;;, for DC stress), as described in Section 3.1,

or even a smooth curve fitting-based model, as desired.

5. Compute the number of interface traps andithedegradation at any desired time stamp, for

any signal probability, using this scaled DC model.
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Figure 3.2: PMOS/,,, after three years of aging, as a function of the probahilit the transistor
is stressed.

Since Nyr is linearly proportional toV;,, experimental results can be used to compute this
ratio, and theN;7 numbers can accordingly be convertedifg values. We present a generic
framework in our work, and hence, simply work with normatiz€;;- values. A plot ofl/;;, versus
the probability that a PMOS device is stressed, computedjuke method outlined above, is shown
in Fig. 3.2. The figure shows an initial steep rise, singg andAV;;, arec t5. A lookup table built
using this figure can then be used to determine the sengiti’date delays to temporal degradation
caused by aging, and thereby shifts in timing numbers carstsaa&ed, as described in the next

section.

3.2 BTI-Aware Timing Analysis

In this section, we present a timing analysis framework tmmhputes the temporal delay of the
circuit considering PMOS and NMO®;, degradation due to NBTI and PBTI, respectively. While
the exact physical modeling for PBTI is currently being i researched [10, 11, 71, 72], we

simply assume that the mechanism is identical to that of NBiii the absolute magnitude ©f;,
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degradation is less than that induced by NBTI, in order toalestrate the impact. Hence, a similar
plot can be obtained for NMOS transistor degradation, assyan identical physical mechanism.

We first begin with a gate-level model for determining theftshi the delay due to BTI, on a
NOR gate, whose schematic is shown in Fig. 3.3. The analgsistiier inverting CMOS gates can
be performed similarly. The delay (rising or falling) from eput to the output is modeled as a sum
of the nominal timing-arc delayp, plus the additional delay due to the degradlgdvalues of the
individual transistors. Approximating the change in thiageising a linearized model with the first
order sensitivities of the delay with respect to thg of each transistor in the gate, we have:

dD
D=Dy+ %L, (ﬂAVth(DPi)> (3.3)
[ t i

wheredf/ﬁ_ for each transistor IMcan be computed through spice simulations, And;, (DP;) can
be compuf[ed using a look-up table derived from Fig. 3.2,dasehe actual degradation probability
(DP). Typically, for a rising transition, thg{% terms of the PMOS transistors lying along the input
falling-output rising paths are strongly negative, whilege for the NMOS transistors are negligible
or weakly positive, (and vice versa for a falling transidiorit must be noted that the transistor
degradation probability, while closely related, need netegual to the actual signal probability
(SP) of the input connected to the gate node, particuladiiércase of a stack, as shown in Fig. 3.3.
While the upper PMOS transistor connected to the supply egtadles whenever the input is
low (DP; = p(l,=0) = 1-SB, where SP is the probability that a signal is high), the lotansistor
degrades only when both the inputs are low, i.e.; BP(l;=0|l,=0) = f(SP;,SR,), and is equal to
(1-SR)(1-SR), only when the inputs are (functionally and temporallygependent of each other.
The maximal value of DPis equal tomin((1-SR),(1-SR)) when the rising periods of the signals
are exactly aligned, as shown in Fig. 3.3(b), while the malimalue is given bynax(0,(1-SR)+(1-

SP,)-1), when their falling periods are maximally skewed apastshown in Fig. 3.3(c).
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(3.4)

max(0,SP, + SR, — 1) < DP; < min(SP,SR)
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Figure 3.3: Transistor degradation probabilities in a N@Reg (a): Schematic of two-input NOR
gate showing the relation between signal probability (SR) wmansistor degradation probability
(DP). (b): Signal alignment for land |, such that DR is maximized. (c): Signals land |, aligned

such that DR is minimized.

For the case shown in Fig. 3.3(b-c), the degradation préityabf the stacked PMOS transistor
M., i.e., DR computed using the above equation, can vary between 0 andépénding on the

exact correlation between the two signals. Thus, it is \titainake this distinction between the



signal probability of the nodes, and the degradation pritibab of the transistors, particularly to
handle the effect of temporal signal correlations. Igngtimis distinction between the nodal signal
probability and the transistor degradation probabilign cause erroneous estimations for a stacked
network of transistors.

In order to determine the signal activity based degradairobability of every transistor in the
circuit, a suitable set of “stress-test” vectors are appleethe benchmark circuits, for a specified
number of cycles. A logic simulator is used in every cycle ébedmine the probability that every
transistor is degraded. The test vectors are then assunregdat over the entire lifetime of the
circuit operation, thereby allowing us to use these numaésisstimated DP values of the transistors
over the lifetime oftje seconds of operation. A look-up table listing thg for each DP, based
on Fig. 3.2 is then used to determine the amounf\®f,, for each transistor, and the new delay
of each gate is determined, using (3.3). The framework isnsanzed in Algorithm 1. The above
framework can be easily implemented by modifying a logidtishvlevel simulator to compute the
degradation probabilities of the transistors instead griai probabilities of nodes (for power esti-

mation), based on the vector of primary inputs in every cycle

Algorithm 1 BTl-aware timing analysis.

1. During library characterization, determine t@;@}: terms for each transistor in all gates in the
standard cell library, for each timing arc.

2: Apply a fixed number of logic vectors from the “BTI-stresst’ on the circuit under test, and
compute the degradation probability (DP) values of thedistars. The impact of correlations
is handled by using a Monte-Carlo based simulation teclen[@8], or probabilistic analysis
using BDDs, while the distinction between nodal SP and tstmsDP is made by directly
determining whether each transistor is under BTI stresob(based on the logic states of the
gate and source devices), as opposed to incorrect SP-baskdsrsuch as those in [40].

3: Assume these numbers to be the estimated DP values ofati@stiors during actual circuit
operation, over their lifetime.

4. Perform static timing analysis on the circuit to compute hew arrival times, by using the
BTl-aware model for mapping DP intdV},, using a look-up table, and using (3.3) to compute
the gate delays.

In order to determine the impact of BTI on the delay degratatf a circuit, ISCAS85 and
LGSYNTH93 benchmarks are synthesized on a 45nm basedyit#@00 random test patterns for
each benchmark circuit tested. Algorithm 1 is applied farhetest pattern and the degradation

probabilities of all transistors in the design, as well as delay of the circuit after three years of
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aging assuming those estimated degradation probabilitesomputed. The method is repeated
for each of the 1000 random test patterns. The results arensfuo a representative LGSYNTH93

benchmark “alu2” in Fig. 3.4. The results show the nomindhylehe worst-case delay (described

640
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540 : : : :
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Figure 3.4: Delay of benchmark circuit “alu2” for differeteist patterns. Each point represents a set
of BTI-test vectors applied fat cycles, and assumed to repeat periodically oyer

later on in Section 3.3.1), and the delay after three yeadegfadation considering both NBTI and
PBTI for each of the 1000 test patterns. The results inditeteBTI increases the end of lifetime

delay of the circuit by up tez 15%.

3.3 Bounds on the Delay Degradation of the Circuit

While the method detailed in Algorithm 1 uses a set of testarsver a limited number of cycles
of operation, the performance degradation of the circuitetiels on the actual sequence of input
patterns applied over the entire lifetime of the circuitd a@an vary with the applications run, the
workload conditions, usage of the chip, etc. While the mesisection presented an overview of
performing timing analysis using a predetermined set dfwtestors, and estimated the transistor
degradation probability numbers, it is virtually impodsilbo determinea priori, the exact set of
test vectors that would be applied to a digital circuit ovetifetime. Hence, in order to guardband
the circuit for aging-induced performance degradatiors drucial to compute the maximal delay
degradation of the circuit under all operating conditiceusg to design the circuit reliably, accord-

ingly. Fig. 3.4 showed the spread in the delay of an LGSYNTH8Bchmark circuit “alu2”, for
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1000 such randomly chosen set of test vectors. The resulisabe a large spread in the end of
lifetime delay of the circuit, and hence, an upper bound @aritmber must be computed, so that

the circuit can be designed accordingly.

3.3.1 Worst-case Delay of the Circuit

The work in [36] proposes a worst-case method to determingpaer bound on the delay degra-
dation of the circuit. Under the worst-case method (for NB&ll PMOS transistors are assumed
to be under DC stress over their entire lifetime. Hence,itheof all these PMOS devices shifts
by a constant amount, whereas g of NMOS transistors remains unaffected. The new end-of-
lifetime delay of the circuit is then estimated using a siegihtic timing analysis, with the degraded
delays for each gate in the standard cell library, insteatheif nominal delay numbers. It can be
intuitively seen that since NBTI affects only the PMOS degicassuming maximal degradation of
every PMOS device along the critical path in the circuit implthat this method provides an upper
bound on the maximal delay of the circuit, under any set afadhput vectors.

Considering NMOS degradation due to PBTI, the worst-casthodecan be extended by now
assuming that under this case, all PMOS transistors arer ibdestress with their inputs being
at logic 0, while the NMOS devices are under DC stress witlr tihputs being at a logic high.
Maximal degradation of PMOS devices along gates undergairiging transition, while maximal
aging of NMOS transistors along those gates in the critieah® whose outputs have a falling

transition is assumed. In effect, the gate delays in (38ramputed by assuming that:
e The degradation probability DP is O for a transistor Wh?’% term is negative.
o If dd"/% is positive, then we assume that DP = 1 for that transistor.

The above assumption ensures that the method is guargpgssiistic, and therefore represents
the “worst-case” delay degradation of the circuit.

However, structural correlations and the logic functiohthe gates, may lead to a case where
for instance, the input of two particular PMOS devices carsimultaneously be equal to a logic
0, which is the condition for DC stress. Fig. 3.5 shows an gtarof such a case, for a toy circuit

with a reconvergent fanout, and implementing the logic fimmcy = ab. Worst-case aging on
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Figure 3.5: Circuit with “worst-case” delay path not seizsible.

this circuit requires the signals andb to both be logic zero, for maximal degradation on gates
g3 andgy, respectively, which is infeasible. It must be noted thathscircuit structures are quite
common in digital circuits, particularly due to subfunctisharing, during the structuring phase of
logic optimization. Further, considering maximal NBTI aglivas PBTI, it can be seen that this
case may require the input of a gate to simultaneously becaaret a one (signal in Fig. 3.5 for
instance), to cause maximal DC stress on the NMOS or PMOSistars on the gates along the
critical path, to realize the assumptions of the worst-ecasthod, as marked in the figure. Hence,
the delays computed by the worst-case method may not nedgssaa tight upper bound on the
maximal impact of aging. Accordingly, we propose to invgaté the amount of pessimism in using

this method as a measure of the maximal delay degradatidre afitcuit.
Dmin Dmax

Dnom we

Figure 3.6: Bounds on the delay degradation.

Fig. 3.6 depicts the goal of our work, and outlines the pnobttatement. The nominal delay
of the circuit, i.e., the delay of the circuit at birth, witltoany timing degradation due to aging is
denoted a®Pnom, While Dy, denotes the end-of-lifetime delay of the circuit, consiagthe worst-
case method. Our aim is to determine the maximal délgy,., and to quantize the difference
betweenD,,.,x and Dy, denoted as\,,,x. This enables us to determine the amount of pessimism
introduced by the worst-case method, thereby reducingriiad guardbands accordingly.

Clearly, since the circuit is intended to perform some fiomality, transistors in the circuit

undergo some amount of degradation and recovery, resiitagincrease in thelr;;, values. Thus,
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there exists a minimal degradation vatseD,qm,, and this number is denoted &%,;,. It must be
noted thatD,om and Dy, are loose lower and upper bounds, respectivelyDgrm, and D,,«. The

utility of BTl-aware delay minimization and thB,,,;, humbers is elaborated in Section 3.4.4.

3.3.2 Circuits without Reconvergent Fanouts

We begin our analysis with circuits that do not consist of@neergent fanout. Shown in Fig. 3.7 is

a chain of even numbe24 for somen) of inverters, assumed to be of equal size, and each having a
nominal rise and fall delay),. Let « be the SP at the primary input. Consequently, the degradatio
probability of the PMOS transistors on the odd numberedsgatgiven by (1«), while that on the
NMOS transistors ig, and vice versa for the even numbered gates. Let us assuniéBhhonly
affects the rising transition of a gate, and PBTI, the falliransition. Let, the\ delay on a gate be

expressed as:

dD
AD = AV,
R T ihp ()
dD
AD = AV, '
F AVinn thN(O/)

(3.5)

where the rising delay)r depends on the PMOS degradation only, while the falling ydéla
depends on the NMOS degradation dm)AVmN(MOS) and AV, pimos) are functions of the
signal probability of the primary inputy. Further, since the PMOS (NMOS) degradation due to
NBTI (PBTI) is maximum when the input signal probability isrb (one) and minimum when the

signal probability is one (zero), let us assume a simpldiogiship? of the form:

AV}hP = I(P(lf’l")m

AV;}hN = I(NTm (36)

1This assumption is reasonably accurate based on our siorutasults.

2The exact nature of this relationship does not affect thd femult. It is only necessary that
AV, p monotonically decrease with, and AV, v increase monotonically witlr. Clearly, from
the shape of the curve in Fig. 3.2, this is true.
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for an inverter whose input SP is andm is some number- 0, depending on the shape of the
Vin-SP curve, whild<y and K'p are some constants. The maximal output fall ddlay(rise delay
Dp) is given by the nominal delay of every gate, plus thalelay terms due to NBTI on the odd

(even) numbered gates, and PBTI on the even (odd) numbetesl ga

R F F

a 1-a 1-a a
{>o {>o 777777 {>o
1F 2 R xn R

Figure 3.7: A chain of inverters, numbered 1,, 2n. R and F indicate a rising and falling transition
at the output, respectively.

Thus, we have:

dD

d
Drp = 2nDg+¥X"  Ky——a" + 30" Kp—a™
=1 d‘/th,NZifl =1 d‘/thP%
dD dD
Dr = 2nDyg+Y" Kp———a™ + 3"  Ky——a™
=1 d%hPQ,;] =1 dWhNZi
a = 1—«
D = maxDg,Dr) (3.7)

If the signal probability at the primary input is assumedaopbetween 0 and 1, the above function
(D = max Dgr, Dr)) is maximized atwv = 0, or o = 1, implying that a DC stress does indeed
produce the worst-case degradation on the circuit. Sitteenalte gates along a critical path undergo
either a rising or a falling transition, with NBTI only afftieg the pull-up and PBTI only the pull-

down network, it is possible for a circuit in operation to ekpnce DC stress, or often close to DC
stress along some of its paths, depending on the value\fhile the above analysis was performed
on a simple chain of inverters, this can be extended to atrampset of inverting gates along a path,

as long as there is no reconvergent fanout.

3.3.3 Impact of Reconvergent Fanouts

Fig. 3.5 shows that reconvergent fanouts can lead to infleasonditions on the signal states, for
the circuit delay due to aging to be equal to the worst-cakesv&or this particular case, the signal

state ofh affects the degradation of the three gates, and the trarsabng the critical paths in each
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of these gates, differently. For instance, we reqtite be equal to a logic O for the inverter (gate
g1) to have a maximal shift in its rising delay, and the NOR gatéo have a maximal degradation
for the falling transition, (sincé = 0 = x = 1, and hence DC stress on the NMOS transistor of
gategs), as marked in Fig. 3.5. However, for the rising delay of thHeRlgateg; to be affected,
we require both its inputs to be a logic 0 - implying that 0, andb = 1. Thus, by setting SB)

to be 0 or 1 or any other intermediate value (for a suitableesalf SP¢)), the maximal delay of
the circuit under aging is still not equal to the value conegliby the worst-case method. Fig. 3.8
shows the delay of the critical path for the circuit in Figh &s a function of the signal probability
of b, for the case where SBP)(= 13, since SP() = 1 maximizes the delay of the critical path. The
delay increases as the signal probability of B decreasesi(1r), due to higher NBTI on the PMOS
device ing; (rising transition ofy; lies along the critical path), as well as higher PBTI on the QM
device ing, (falling transition ofg, lies along the critical path). However, this causes a reéduct
in the stress times on the PMOS transistogjnhence the delay on the rising transition of gafe
and the total arrival time along the critical path subsetjyatecreases. The delay is maximized at

SP()=0.5, but the value is clearly less than the “worst-case” nenrds can be seen from Fig. 3.8.
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Figure 3.8: Delay of the circuit in Fig. 3.5 as a function afrsl probability of nodé.

Thus, it is clear that reconvergent fanouts in circuits camse the “worst-case” delay of the

circuit (computed using the method described in Sectiorl 3.8 be a pessimistic estimate of the

3Sincea is assumed to be under a steady state, the degradation pit@sabf the stacked
transistors can be easily computed, without explicitly sidaring temporal correlations between
signalsa andb based on their values in each cycle.

80



maximal degradation of the circuit under aging. Besideshef input signals can be guaranteed
to be bounded within a subset of switching probabilitied ©.SP < 0.9 for instance, instead of
the full range of [0,1]), it is obvious that transistors am ander DC stress, and therefore recover
partially; this leads to a case where the maximal delay diegi@n of the circuit under any feasible
signal activity over the lifetime is still less than the wiscase number. An optimization framework
that can compute a tight upper bound on the maximal delayadatjon of the circuit is therefore

essential. Such a framework can be utilized in multiple ysialand optimization scenarios as:

e Compute a tighter upper bound on the delay degradation afitbeit under aging, and com-

pare this metric with the worst-case value.

e Compute the effect of tighter bounds on the signal prokiasliof the primary inputs; ranges
of [0,1] represent the unbounded case, while [0.5,0.5]nwitcorrelated inputs) represents

the case used in [18, 19] etc, to demonstrate the impact ofi B Tircuit degradation.

¢ Modify the optimization framework to compute the minimalaledegradation of the circuit
under aging. This enables us to quantify the gap between éixenmal and minimal degrada-
tion numbers, and can accordingly guide us toward a slesp-stput vector control (IVC)

scheme for aging-aware delay optimization.

e The vectors that maximize the degradation of a circuit candeel to generate a “stress-test”

pattern, that can be applied to the circuit during testimgrieasuring the delay of the circuit.

3.4 BTI-Aware Delay Optimization

The optimization problem is formulated as follows:

Maximize D(p1,...,pn) S-t.

0<p;<li=1,....n (3.8)

where D denotes the delay of the circuit, the number of its primary inputs, ang the signal

probability (SP) of the'” primary input (P1) node. Thg; terms are continuous variables, and are

81



assumed to be independent of one another, i.e., they havampmtal correlations. The impact of
correlation on these numbers is discussed later on, inecisos.

The objective function in (3.8) can also be modified as a delmymization problem, subject to
the signal probability constraints. This can be used togperistandby optimization, by determining
whether the signals must be parked at logic high or low, shahthe BTI-induced aging effect is

minimized.

3.4.1 Optimization Techniques

It can be seen from Section 3.3.2 that if the worst-case dgiitigal path does not consist of a
reconvergent fanout, the primary inputs can be assignetlssgates of 0, or 1, (implying signal
probabilities of 0, or 1, accordingly), so that the maximeley is equal to the highest possible delay
degradation number, i.e., the worst-case delay of theitirclowever, the problem of determining
whether such a feasible assignment exists is equivaletitetgiioblem of determining whether a
satisfiable assignment to the inputs exist such that theubwafipthe critical path is either a 0 (or
a 1), depending on whether the last gate along the critidhl pas a falling transition (or rising
transition), and is therefore NP hard. The proof of this hiipsis is shown in Appendix D.

In the presence of reconvergent fanouts, and circuit strestleading to infeasible SP require-
ments (as shown in Fig. 3.5 for instance), the solution thaximizes the delay depends on the
sensitivities of the delays to the degradation probabditghe transistors, lying along the critical
path. Evidently, the solution space for this case is largan the case where the critical path does
not have a reconvergent fanout, since the optimal solusamilonger guaranteed to be either a 0
or a 1 for eachp;, in (3.8).

Accordingly, we present two heuristics, in order to detemrihe maximal delay of the circuit,
and seek to provide a reasonably accurate solution in litnear (linear in terms of the number
of primary inputs). Since the heuristics do not explore tbmplete search space, the resulting
numbers only provide a lower bound on the maximal delay dkdian numbers (and an upper

bound on the minimal delay degradation numbers), as exgadiurther on, in Section 3.5.
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3.4.2 Branch and Bound-based Heuristic

In this procedure, random test vectors are generated sathhin SP of all PI nodes are initially
arranged to be 0.5, and the degradation probabilities dfaikistors are computed. The delay of
the circuit is calculated with the SP of each primary noddsatfixed set ok values in [0,1]. The
SP that results in the worst-case delay is determined, dnsdhue is used for that primary input in
the subsequent iterations, (instead of the initial valu@.6f. The SP of each input that maximizes

the delay of the circuit is determined accordirfgly

Algorithm 2 Branch and bound-based heuristic.
1: {niterations: one for each PI
2: for Pini = G.First-Pl;i; : = G.Next-Pldo
3:  {Initial assignmerit
4:  Generate test vectors such that 0.5.
5: end for
6: for Pini = G.First-Pl;i; : = G.Next-Pldo
-
8
9

{k iterations for each Bl
for p; =0;pi+ = 4;pi < 1do
{Use Algorithm 1 to determine the delay numbérs.
10: Compute degradation probabilities of all transistorghie circuit using SP(RP)I = p;, and
either the initially assigned value or the optimally detgredl p; from previous iterations,
for the remaining inputs.

11: Perform static timing analysis on G and compute the defidlye circuit.
12: {Maintain the solution fop, that maximizes the delay.
13: if D > Dax, Dmax = D andp; = p;.

14:  end for

15:  {Use this value op; in successive iterations.

16: Set; =p;

17: if i = G.Last-Plthen

18: {Leaf node in the tree has been reached.

19: Return maximum delai ,ax.

20: endif

21: end for

The above method is equivalent to a branch and bound teanigoere only one downward

traversal is performed, and the decision to continue albeddft-most {; = 0) or the right-most

41t must be noted that the final solution depends on the orgesinthe variables (and there
exists a certain ordering for which the solution computddgithis method is equivalent to the true
optimal solution). However, it is computationally intevesito determine such an optimal ordering,
and may require significantly large number of iterations.
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(p; = 1) or any other intermediate child node (along the remgikif2 nodes) is based on the
computed bounds on the delay, so far. The above method iesibmthe first heuristic used in [74]
for static state leakage reduction. The pseudocode is sirowigorithm 2. The run-time of this
technique is of the orded(nktsta), for n primary inputs, and: values for each SP, whetgra is

the time for one STA run.

3.4.3 Sensitivity-based Heuristic

In the second approach, we sensitize the dependence ofltyevdén respect to the SP of each PI
node. The SP of each PI that locally maximizes the delay o€iticeit, under the condition that the
remaining inputs are assigned thgiterms such that the optimal solution is realized, is detesohi
This method is implemented as follows:

The SP of a primary input node whose impact on the delay ofitbeitthat we are interested in
determining, is assumed to vary in [0,1]. The degradatiabalbilities of all other transistors in the
circuit are assumed to be equal to 1, while those lying ondhelt cone of this primary input are
determined accordingly, based on this SP valuelifferent iterations are performed, for each SP
value of this primary input, and the SP that leads to the marirdelay of the circuit is determined.
The above procedure is repeated for each primary input maigoendently, and the local solution
that maximizes the delay, subject to all other input nodestgasd values corresponding to the
“worst-case” is determined. One final timing analysis rupagformed with these optimal SP values
for each of the primary inputs, to determine the maximumydelathe circuit. The algorithm is
shown in Algorithm 3.

Clearly, in the absence of reconvergent fanouts, if theydelahe circuit depends on the signal
probability of somei*” input node, this method can help us identify the optimal @adfip;, by
determining whether the delay is monotonically increasing or decreasing, based%léin For
critical paths that have reconvergent fanouts, this esaldeo determine the value that still locally
maximizes the delay. Variants to this method are obtaineddtiyng the degradation probability
of all other transistors in line 3 of Algorithm 3 to 0, insteafil. While the case shown in the
algorithm (with the initial setting of DP = 1) begins with th&orst-case” assignment, and gradually

relaxes the delay values, thereby providing a bound fronotieide, (the case where DP = 0 for all
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Algorithm 3 Sensitivity-based heuristic.

1: {niterations: one for each PI

2: for Pini = G.First-Pl;i; : = G.Next-Pldo

3:  Assign maximum DP (DP = 1) to all transistors except thescseng the fanout cone of

primary input:.

4:  for p; =0;pi+ = £;p; < 1do

5 Determine DP of transistors connected ta Bsing the value of SP(BI= p;.
6: Perform static timing analysis on G.
-
8
9

Compute the delay of the circuit.
Maintain the solution fop,; that maximizes the delay.
if D > Dpax, Dmax = D andp; = p;.

10: end for
11:  Final SP of Plp; = p;.
12: end for

13: Perform static timing analysis on G using final SP valoesli Pl nodes.
14: Return maximum delay of the circuit.

transistors initially) starts with the nominal delay vaduand hence provides bounds on the delay
from the inside. The above algorithm require$STA (static timing analysis) runs for each input
nodes, followed by a final STA run where the SP of each inpueridd assigneg; accordingly.
Thus, the total run time is also of the orde(nktsta).

Results of using these two heuristic algorithms on benchmiazuits are shown in the next sec-
tion. It must be noted that the solution produced by eithgorthms represents a lower limit on the
maximal delay of the circuit, since the two approaches atguaranteed to yield globally optimal
solutions to the maximization problem in (3.8),@Hnktsta) time. We discuss the implications of

this on our conclusions later on in Section 3.5.

3.4.4 Optimal Solution for Delay Minimization

For the case of the chain of inverters in Fig. 3.7, i.e., auiirwhose critical path does not consist
of a reconvergent fanout, the maximal delay degradatiomefcircuit is equal to the worst-case
number, and occurs when the inputs are assigned a signaltplipbof either 0, or 1, accordingly.
However, the SP value that leads to a minimal delay degadaipends on the exact gates along
the critical paths, and the sensitivities of the delays wattpect to the degradation probabilities of

the transistors. We illustrate simulation results for theecof the chain of even number of inverters
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in Fig. 3.7. The circuit consists of two paths, i.e., the ottfalling and the output rising path.

Without loss of generality, let as assume that the risingy pais a higher nominal delay than the
falling path, after maximal aging under worst-case condii The sensitivity of the path delays
with respect to the signal probability of the primary inpsitshown in Fig. 3.9. As the SP of the
primary input increases, the NMOS (PMOS) devices along tlte(even) numbered gates undergo
higher degradation, while the corresponding PMOS (NMOSjods are under higher recovery.

Hence, the delay of the output rising path increases, whiedf the output falling path decreases.

120 Viaximum delgy
4 Rising
m
S5
3
[
o Mirimum delay ¢jing

1104

1
050 0.2

04 06 08
Signal probability

Figure 3.9: Delay of a chain of inverters along the outpuhgsand falling transitions.

Table 3.1: Minimum and maximum delays for different benchma

Bench | Nominal Min-Delay Max-Delay Worst-case Difference
mark Delay | Delay | Increase| Delay | Increase| Delay | Increase
(ps) % (ps) % (ps) % (ps) %
vda 173 190 10% 199 15% 199 15% 5%
i9 306 322 5% 350 14% 350 14% 9%
i8 322 340 6% 366 14% 366 14% 8%
t481 362 379 5% 408 13% 408 13% 8%
C880 385 405 5% 442 15% 443 15% 10%
C432 520 557 7% 587 13% 591 14% 6%
C7552 539 584 8% 614 14% 622 15% 6%
alu2 548 588 7% 616 12% 629 15% 5%
C5315 651 697 7% 725 11% 748 15% 4%
C3540 669 720 8% 743 11% 763 14% 3%
C6288 1959 | 2112 8% | 2203 12% | 2232 14% 5%
Average 7% 13% 14% 6%

The exact shape of the delay versus SP curve in Fig. 3.9 depenthe sequence of gates and
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their sizes along the path, and may be nonlinear in generalm Ehe figure, it can be seen that
while the SP value that maximizes the delay of such pathsasageed to occur at a corner setting,
i.e., at either SP = 0 or SP = 1, the same is not necessarilffdribe minimal delay degradation
after aging fortjie seconds. The exact SP value that minimizes the extent of agipends on the
relative shapes of the two paths, and can occur at an intéateesetting as well. Therefore, we
use the two heuristics in Section 3.4 to determine the mihdtakay of the circuit after aging, with
minor modifications to maintain the minimal delay solutiamstead of the maximal solution. It
must be noted that the nominal delay of the circuit, i.e.,dbky of the circuit at = 0s without
considering any aging serves as a loose lower bound on thibeu Simulation results for minimal

delays under aging are shown in the next section.

3.5 Simulation Results

In this section, we show simulation results in Table 3.1 f& minimal and maximal delay num-
bers under temporal degradation of circuits due to agingufeare shown for the ISCAS85 and
LGSYNTH93 benchmarks synthesized over a PTM [75] based 4imary. The nominal delays of
the benchmarks, shown in Table 3.1 are the delays=ais, when there is so temporal degradation,
while the “worst-case” delays are the numbers computeddbaiséhe worst-case method described
in Section 3.3.1. The heuristics described in Section 2d23.4.3 are applied, and the maximum
delays obtained across these methods are listed in the taioiélarly, the heuristics are modified
to compute the minimum delays. As explained in the previadien, these numbers represent
a lower bound on the maximum delays and an upper bound on thienomn delays, due to the

performance by the heuristics.

3.5.1 Worst-Case Delay Numbers

The results indicate that the gap between the “worst-casd’tlhe maximal delays is extremely
small (of the order of 1%). In cases where there is no diffeeetthe critical path does not consist
of a reconvergent fanout, and hence the “worst-case” atifiath can be sensitized by a feasible SP
assignment to the primary inputs. For circuits where theimakdelay is less than the “worst-case”

delay, the critical path consisted of reconvergent fanah&eby placing infeasible SP requirements
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on some of the primary inputs, to maximize the impact of agitang all gates along the path.
However, the difference between the “worst-case” and theaadelays under aging of such gates is
extremely minimal, and hence does not affect the overallbrimsignificantly. For instance, along
the most-critical path of the benchmark circuit “alu2”, smting of 44 gates, only five gates had a
reconvergent fanout leading to an infeasible SP assignrfwerihe gate delays computed using our
method to be equal to that computed using the “worst-caséhode Further, since the heuristics
provide alower bound on the maximal delays of the circuit, as explained in the ipre section,
this implies that the gap between the “maximal delays” ared“thorst-case” delays iat most
1%. Hence, the worst-case delay can be used as a measurerofximal delay degradation of
the circuit, without incurring a huge overhead in estinratidn other words, the accuracy of the
heuristics is sufficient enough to enable us to concludethigatworst-case” delay numbers can be
used to quantify the impact of aging on the end of lifetimeaglalegradation of a circuit, without

leading to a large overestimation.

3.5.2 Input Vector Control

The last column in the table also compares the differencgdst the maximal and minimal delays
of the circuits after three years of temporal degradatidme fiesults indicate that the best-case can
reduce the amount of temporal degradation by up to 50%. Tdnusnput vector control (IVC)
scheme that arranges for the signal probabilities of thmamy inputs to be close to the value that
results in minimal BTI-induced degradation can be employ8thce BTI causes the leakage of
the circuit to decrease temporally (and reach values lotgn the nominally budgeted value), as
shown later on in Fig. 3.15(b), existing leakage minimizsigep state optimization algorithms
can be modified to perform BTIl-aware sleep state assignmemgistandby mode through IVC,
without violating the leakage constraints.

While the results in Table 3.1 are obtained assuming thahihg signal probabilities can vary
fractionally in [0,1], the algorithms can be modified to allonly states of 0,1 for the primary inputs
(and all other signals), as may be deemed necessary in dgtarutle setting. Under this setup, the
minimal amount of temporal degradation due to BTl is of thdeorof 8% (instead of 7%, as shown

in the last row of Table 3.1). Thus, the method still has pidébenefits, and can help reduce the
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temporal degradation of circuits. The optimal solutionamid from Algorithms 2-3 can be used to
park the inputs under logic 0 or logic 1 accordingly, therefigimizing the BTI effect on the gates

along the critical paths.

3.5.3 Impact of Bounded Signal Probabilities

Lastly, we also perform experiments where the signal pritibabf primary inputs was restricted
to lie between tighter bounds, instead of [0,1]. This reflecscenario where additional information
is known about the state of the signal, based on the micrivactire, or through simulations, and
that can be used to restrict the SP values of the inputs toitlnsighter bounds. Heuristics
presented in the previous section are modified accordingtly,the inner for loop in Algorithms 2-

3 running over a reduced range instead of [0,1]. Table 3.&shie delays for the benchmarks, for
the maximum delays after three years of aging, for diffeminds on the primary inputs: [0,1],
[0.1,0.9], [0.2,0.8], [0.3,0.7], [0.4,0.6], and [0.5, D.&nd the ratio of the maximal delay numbers
to the worst-case estimated delay of the circuit.

The results indicate that the impact of bounded primary tirgignal probabilities, on the gap
between the maximal delay of the circuit and the worst-ca$sydf the circuit isninimal, with the
largest gap of at most 5% occurring when the primary inpugsgasumed to have a signal probability
of exactly 0.5. This is due to the fact that signal probabsitin a circuit block are skewed in nature
due to the depth of logic, and the sensitivity of the SP of aerival node to the SP of the primary
inputs is extremely small. Thus, even under the presencewfded signal probabilities, the worst-
case method can be used to estimate the delay degradatiairafihdue to aging, without leading

to a large amount of overestimation.
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3.6 NBTI-Aware Technology Mapping of Digital Circuits

The results in [18] demonstrate the impact of NBTI on the terapdegradation of circuits (at the
65nm technology node). NBTI can cause the delay of the ¢itoluncrease by as much as around
10%, at the end of the lifetime of the circuit. The impact isrsé increase with technology scaling
into the 45nm node, particularly with the use of high-k ditlies resulting in additional degradation
along the NMOS transistors due to PBTI, as shown in SectidnThus, it is imperative to design
circuits accounting for this effect, so that they remairatde over the desired lifetime. Accordingly,
a technology mapping technique that incorporates the NB&$s and recovery effects, in order to

ensure optimal performance of the circuit, during its erlifietime, is presented.

3.6.1 Previous Work and Limitations

A general solution to maintaining optimal performance untie influence of NBTI has been to
reduce the delay of the critical paths through the use of gaiag [19, 36]. The work in [36]
formulates a nonlinear optimization problem to determhme dptimal set of gate sizes required to
ensure that the circuit runs at its delay specificationy dffieyears of operation. The work is based
on a model for NBTI, that ignores the effect of recovery, imguting the threshold voltage degra-
dation. The model cumulatively adds the time for which theegare stressed during their entire
lifetime, and estimates the threshold voltage degradatissuming that the gates are continuously
stressed for that duration. Hence, their results show tiairicrease in the circuit area is rather
weakly dependent on the signal probabilities of the nodes,asuming that all gates in the circuit
are always NBTI affected (worst-case design) does notfggnily affect the final solution. The
authors consider the gate sizes to be continuous, and slkabwartincrease in area of about 8.7%,
as compared to a design that ignores NBTI effects, is redjuareneet the target delay.

However, we find the conclusion that the delay is independésignal probability does not
hold, under a model that captures the healing of NBTI, on rahof the applied stress. This
happens frequently in a circuit: for example, when the irgignal to a CMOS inverter changes from
logic O to logic 1, theV,, stress is relaxed from-V,, to zero. The recovery in threshold voltage
on removing the applied stress, can be explained by physieahanisms related to annealing of

interface traps, and reformation of Si-H bonds. Experimén{2, 13], and subsequently the models
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in [19, 20] as well as the work in Section 2.1, have shown tbasmering the effect of annealing

and recovery has a significant bearing on the overall NBTkictp

3.6.2 Problem Formulation

We observe that the above idea can be readily used in otimsfarans, such as technology mapping,
by replacing the nominal value of the delays of the gateserstandard cell library, with the delay
under worst-case NBTI. The target frequency is given to yidhesis tool, and technology mapping
can be performed using these NBTI-affected library cellgrtluce a circuit, which is structurally
different from that obtained using the sizing algorithm &6], but is functionally equivalent, and
meets the timing.

Further, the work in [36] merely computes the fractionakr@ase in the area of each gate on an
existing design, (implying a library consisting of infiritanany sizes of each gate), to counter the
temporal degradation caused by NBTI. Instead, our worlesedin integrating the effects of NBTI
stress and recovery into circuit design at a much earliggestae., during technology mapping.
Since a digital circuit consists of millions of nodes wittifeliing signal probabilities, it is essential
to estimate the delay of the gates in the library based on ithgiit node signal probabilities, and
use these delay values during technology mapping. Accgisdiour work proposes an approach
to modify the process of technology mapping, based on theabkigrobability of the nodes in the
circuit. The SP values of the primary inputs are assumed toben, based on RTL-level simula-
tions or statistical estimates. The SP values at every oibde in the subject graph are calculated

accordingly, and this information is used to choose the ¢atst to meet the timing at each node.

3.6.3 NBTI-Aware Technology Mapping

In this subsection, we describe the process of technologypmg using the smallest ISCAS85

benchmark C17, as an example. The benchmark consists ohfiusiio, i1, i2, i3, and i4. There

are two primary outputs, y9 and y10. The logic function cotegdwby this circuit is given as follows:
yo = (i1+i4)-(i2+i3)

yl0 = i0-i2+il-(i2+1i3) (3.9)
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The subject graph for C17 is obtained through SiS [76], uaiddAND2-NOT representation,
is as shown in Fig. 3.10. Technology mapping is then perfdinusing a 65nm node [75] based
standard cell library, consisting of 10 NOT gates, 6 NANDf&ga6 NOR2 gates, 5 NAND3 gates,
3 NOR3 gates, 3 AOI22 gates, 3 AOI12 gates, 3 OAI22 gates, d@AI32 gates of varying sizes.
A large library set consisting of different gates of varysiges is chosen, to provide the synthesis
tool with different options to implement a given logic corighe delay of each of these gates in the
library is precharacterized as a function of their inpuhsaigprobabilities, at each of the original data
points. The overhead in precharacterizing the library ddpen the original number of corners at
which the delay was characterized, and can be reduced by lisgar models with respect to the
signal probabilities, which provide a reasonably accuiigtas can be observed from [40].

During technology mapping, the logic cone for each node eaimiplemented in various struc-
turally different ways, to realize the same functionalifiyie mapping tool computes the area and the
delay of each of these realizable structures, using datatine standard cell library, and performs a
“best match” search over the candidate gates, based ontih@zgiion constraints (minimum area,
minimum delay, a linear combination of both, etc.). The lmeatch is retained and the correspond-
ing input binding is preserved. This procedure is repeated all nodes in the covering phase, in
a primary output to primary input order, such that the fah+fmdes for a particular node are syn-
thesized before mapping the node itself. This step is fakbly global area recovery, and fanout-
optimization, during which the gate sizes are altered. Advufisertion step is also performed to
further optimize the circuit (This step does not change tRev8lues of the existing nodes.). The
NBTI-aware optimization strategy is itself independenthad exact synthesis methodology. Three

different objectives are used to synthesize the circuamely:
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e Nominal Synthesis Technology mapping is realized using the nominal timibgdry, where
the delay of each gate at time= 0 is used. It must be noted that circuits designed using this

method fail well before their lifetime, due to the NBTI indeettemporal delay degradation.

e Worst-case NBTI Synthesis Technology mapping is performed using the NBTI-affected
timing library, where the worst-case delay of each gate adgetpafter 10 years of continuous

NBTI stress is used, instead of the nominal delay values.

e SP based SynthesisTechnology mapping is performed using the SP informatibaaah
node to choose the gate with the least area overhead to neeginiing requirement. The
delay of the gates in the library as a function of SP, is prgumaed in the form of linear best

fit-curves.

The input parameters to the synthesis tool and the resutessbhology mapping, for each of these

three cases for a given target delay, are described belimg @47 as the test circuit. The target

delay is chosen as 70ps for this case.

(c) Area =9.8im

(a) Area =7.4m (b) Area =11.6m

Figure 3.11: Results of technology mapping for C17 benchm@) shows the result for nominal
synthesis, which results in a circuit that fails with aginghile (b) shows the result for worst-
case NBTI synthesis, and (c) indicates the result for SPdbagethesis (Gate sizes increase as
a,b,c,d,ef).

Nominal Synthesis

This corresponds to the case where the nominal delay of estehiggused during technology map-

ping. The final result of the synthesizer is shown in Fig. 8gl1The area of the circuit, computed
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as the sum of the widths of all transistors, isifl and all the gates used in the circuit for mapping
are minimum sized (of size “a”). Note that “a” represents tfieimum size for a particular gate

and “b”, “c”, “d", etc. represent gates of higher sizes. Theninal synthesis method is considered
for comparison purposes only, since circuits designedgusits scheme are not NBTI-tolerant and
fail to meet the timing specifications after a certain pewdtime, due to the temporal degradation

caused by NBTI.

Worst-case NBTI Synthesis

In this case, the rising delays of the gates in the libraryreptaced by their NBTl-affected value,
after 10 years of continuous stress, while the falling del@ynain unaltered. SPICE simulations are
performed with thd/;;, value corresponding to constant DC stress initheSP look-up table, (i.e.,
Vi = -0.456V), and the corresponding delays are used in thagitibrary, instead of the nominal
values. Expectedly, larger sized gates must be used to heegfrting required, resulting in higher
area as compared with the nominal case. The mapped circuitlfd is shown in Fig. 3.11(b). The
size of each gate is shown in the figure, and it is evident tieghates along the critical path must

be appropriately sized to meet the timing constraints. Trred &irea of the circuit is 11.6n.

SP based Synthesis

For the SP based synthesis, it is vital to propagate the $Rmiation across all nodes based on the
logic function being realized. This step is performed ondbtkject graph in SiS, which consists of
a NAND2-NOT based decomposition of the circuit, as shownign 8.10. The SP for the primary
inputs are assigned initial values, determined by RTL Isirallations and statistical estimates (0.5
in our case), and these values are propagated along thesaades in the subject graph in a PI-PO
(primary input-primary output) order, as depicted in Fig.B The SP value at each node is marked
in the figure. During technology-mapping, the SP values efrtbdes are passed to a function that
determines the delay of the various logic structures tlaizeethe logic cone. The best-delay match
is subsequently obtained and the corresponding gate thd@hdaninimum NBTI-impact is chosen.
The above step is repeated globally, until all nodes have bespped to their best matches. The

final mapped circuit for C17 is shown in Fig. 3.11(c). The dmedhis case is 9,8m. The SP based
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synthesis requires 15% lower area as compared with thewasst NBTI synthesis, for a particular

target delay.

0.4

0.5 M
0.426 (4 0.574 0.426

0.7
0.7 03 (@ (b)

Figure 3.12: Two different implementations for a logic ftinn, showing the stress probabilities of
the nodes in each case.

Another advantage of SP-based synthesis is that it can lslp podes with large stress prob-
abilities (small signal probabilities since transistoegde when signals are at logic zero) inside
the gates. Fig. 3.12 shows such an example where two differgshlementations realize the same
functionality. The probability of each node being at log&ra (equal to (1-SP)) for the two imple-
mentations is also shown in the figure. In Fig. 3.12(a), ndda® higher degradation probabilities
whereas in Fig. 3.12(b), the NAND-NOT based implementatioshes such nodes inside the gate,
thereby minimizing the extent of temporal degradation duBTI.

The experimental results for the SP based and worst-cashesy: methods, obtained over

different ISCAS85 and LGSYNTH benchmarks, are presentedemext subsection.

3.6.4 Results

This subsection presents the results of technology mapming the 65nm technology node [75]
based library, for the worst-case NBTI, and SP based syistheethods. The results are shown for
some ISCAS85 and LGSYNTH benchmarks in Table 3.3. The talglety for each benchmark is
set such that it lies in the region of the area-delay curveravtiee percentage change in the area
is comparable with the percentage change in the delay,ithgneviding scope for optimization.
The area (calculated as the sum of the transistor widths| gfatéés) and the sum of active and
leakage powers, are reported for each circuit. The coluitiad tSavings” estimate the amount of

area or power that can be recovered using the SP based syrdabemyainst using the worst case
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NBTI synthesis. Most benchmarks result in better area ameepwhen synthesized using the SP
based method, as opposed to the worst-case NBTI syntheimugh, technology mapping was
performed to obtain a circuit with minimal area, the objeefiunction can be modified to minimize
the active power, leakage, etc. The table shows an averd@®®fecovery in area and an average of
12% savings in power (active + leakage) for the benchmartestasignificant reduction in the total
device size, and capacitance. The results indicate thafdeming the SP values during technology

mapping has a significant bearing on the circuit generatedgliogic synthesis.

1
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Figure 3.13: Area-delay curve for the benchmark b1l.

The area versus delay curve for varying target delay vakigisawn for the SP based and worst-
case NBTI synthesis methods for the LGSYNTH benchmark blign3:6.4. It must be noted that
the figure only shows the central linear region of the ardaydeurve, where the percentage change
in area is comparable with the percentage change in the.d€lay target delay of the circuits is
chosen to lie in this region, since efficient area-delaydrafiis can be achieved here.

Beyond this region, either the area or the delay overheadge | thereby leading to a suboptimal
design. The upper curve represents data for the worst-cB3a $ynthesis, while the lower curve
corresponds to SP based synthesis. In this region, the &itba &P based synthesis method is
less than the area of the worst-case NBTI library based mddiii@bout 10%, for any target delay.
Accordingly for a target delay of 108ps, 11% area savingsbeaobtained as seen from the figure.

In order to obtain a comparison of the reliability of the gits synthesized using the three meth-
ods, namely nominal, worst-case NBTI, and SP based systh@gning simulations are performed
on each of the three synthesized circuits on all benchmatkearious time stamps. The thresh-

old voltage at each time time stamp is computed, and the gddyslare characterized to obtain a
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Table 3.3: Results of technology mapping for ISCAS85 and ¥{S$H benchmarks.

Benchmark Target| Worst-case NBTI Synthesi|s SP pased Synthesis _
Delay (ps)| Area (um) Power («\W) | Area (um) | % Savingg Power (:W) | % Savings
C17 70 11.3 0.8 9.8 12% 0.7 10%
C432 790 594.3 57.2 548.4 8% 52.7 8%
C499 648 1192.9 57.1 1075.7 10% 52.2 9%
C880 610 636.2 121.7 588.5 7% 107.8 11%
C1355 735 1282.2 122.0 1051.8 18% 99.2 19%
C1908 860 1234.6 122.5 1191.7 3% 117.2 4%
C2670 765 1347.1 127.7 1337.9 1% 127.5 0%
C3540 1100 2569.8 256.4 2057.4 20% 206.2 20%
C6288 3200 4356.2 448.0 3817.5 28% 387.4 14%
C7552 990 4009.9 409.0 3858.4 4% 394.2 4%
majority 110 19.2 1.6 16.4 14% 1.2 25%
bl 108 27.1 2.8 24.0 11% 2.2 23%
decod 151 143.4 11.9 118.9 17% 9.2 22%
cordic 297 162.9 13.1 152.1 7% 12.6 4%
alu2 923 760.2 74.3 691.3 9% 65.5 12%
apex6 365 1080.9 98.0 1044.2 3% 90.2 8%
des 620 8738.4 891.0 8657.1 1% 866.0 3%
alud 940 1498.6 149.0 1302.1 13% 126.2 15%
too_large 545 1582.1 153.4 1511.0 4% 140.7 8%
vda 480 2088.0 243.1 1966.7 6% 222.6 8%
Average 10% 12%
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library that corresponds to the NBTI induced degradatiorihenstandard cells, at the given time
stamp. The SP of all primary inputs are assigned to be 0.5tl@n&P values at the intermediate
nodes are calculated through Monte Carlo simulations,chasghe method in [73]. Accordingly,
the arrival times at the primary output nodes at differemietistamps are computed. The results
for C432 are shown in Fig. 3.6.4. The top curve shows the te$ol the nominal case, while the
bottom curve shows the results for the worst-case NBTI ®githcase, and the middle curve shows
the results for the circuit designed using SP based systhestihod. The results show that the delay
of the benchmarks increases with time logarithmically, Hredthree curves are almost parallel to
one another, implying that they all have the same asymptiotie dependence of .

Since the target delay for C432 is desired to be 790ps, wergsthat the circuits are no longer
functional if the arrival time exceeds the target delay.hAligh the area of the circuit synthesized
using the nominal case is less than that using the SP bas#dwsimmethod, the circuit becomes
dysfunctional after £10's, (= half a day) rendering it practically useless, whereas traiitisyn-
thesized using the SP based method can sustain timing édgradp to 10 years. The circuit syn-
thesized using the worst-case NBTI synthesis method &hielifor over 10 years, but this method
overestimates the extent of temporal degradation, andeHeads to a design that requires a higher
than necessary area and power. Thus, using the SP basedssymtiethod leads to an optimized

circuit that minimizes the area and power overhead to erexutanced reliability up to 10 years.
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Figure 3.14: Figure showing temporal degradation of C432tdUNBT]I.
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3.7 Adaptive Techniques for Overcoming Performance Degraation

due to Aging

Previous approaches to guardbanding a circuit and ensapitigal performance over its lifetime,
such as sizing [36, 77], and synthesis f464n be classified as “one-time” solutions that add appro-
priate guardbands at design time. These methods are dgrieraiulated as optimization problems

of the type:

Minimize o Area + 3 Power

wherea and$ are weights associated with the area and the power objsctigspectively, while
Dspecis the specified target delay that must be met at all timesp tipet lifetime of the circuittjite .

Under the framework of (3.10), both the synthesis and siaptgnizations lead to an increase in
area and power, as compared with a nominally designed tthatiis built to meet the specification
only at birth, and not necessarily over its entire life. Therkvin [40] argues that synthesis can
lead to area and power savings, as compared with sizing @ptilons. However, guardbanding
(through sizing or synthesis) is performed during desigretiand is a one-time fixed amount of
padding added into the circuit in the form of gates with a bigtirive strength. Inevitably, this
results in large positive slacks during the initial stagésmeration of the circuit, and therefore,
larger-than-necessary area and power overheads, in cismpavith a circuit designed to exactly
meet the specifications throughout its lifetime.

We also note that while BTI effects cause the transistosstiolel voltages to increase, resulting
in larger delays, higheV};, also implies lower subthreshold leakadguf o< e%). Therefore,
both NBTI and PBTI cause the leakage of the circuit to deeredth time, thereby providing the
opportunity to trade off this slack in leakage to restoreltst performance. Adaptive Body Bias

(ABB) [78] provides an attractive solution to explore legkgperformance trade-offs. Forward body

5The work in [40] uses a BTl-aware delay model during the tetdyy mapping phase of syn-
thesis, and the circuit is mapped to a library such that itsydat the end of its lifetimetjiz., meets
the specifications. In the context of this paper, we will refe this approach as the “synthesis
approach”.
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bias (FBB) can be used to speed up a circuit [79], by redutial,, thereby using up the available
slack in the leakage budget. Further, the amount of FBB catiebermined adaptively, based on
the exact temporal degradation of the circuit, and requisihounts of body bias can be applied to
exactly meet the target specifications under all conditions

The main advantage of a body bias scheme is that the perfeerzan be recovered with a
minimal increase in the area overhead as compared with tioref-approaches such as sizing and
synthesis. While [80] demonstrated that ABB could be usedlltmv the circuit to recover from
voltage and temperature variations as well as aging, weusebur work is the first solution to take
advantage of the reduction in leakage due to bias temperatatability (BTI). We demonstrate
how ABB can be used to maintain the performance of the ciker its lifetime, by determining
the appropriate PMOS and NMOS body bias values (and suppigges) at all times. We use a
look-up table whose entries consist of the optimal body biad supply voltages, indexed by the
cumulative time of BTI stress on the circuit.

Accordingly, we first propose an optimization algorithm twrgute the entries of the look-up
table, such that the delay specifications of the circuit asethroughout its lifetime and the power
overhead is minimized. In contrast with the significant arest for the synthesis-based method, the
area overhead using this approach is limited to the lookabjes, body bias generation, and body
bias routing networks and associated control circuitry sntherefore minimal, while the power
overhead is similar to that incurred by synthesis. Thus, mvsthat the adaptive compensation
of circuit delay degradation due to aging provides a vialtkr@ative to “one-time” fix techniques
such as BTl-aware synthesis.

In the second approach, we propose an alternative hybndulation that combines adaptive
techniques with synthesis. This iterative method firstqrenk a power-constrained delay minimiza-
tion through the application of FBB. This optimization rgecs some amount of the performance
degradation caused by aging by using the power slack thatéed as the circuit ages. However,
since this power-constrained optimization is not guarht® meet the delay specifications, tech-
nology mapping is used next to resynthesize the circuit tetmghter timing specifications at birth.
Using a new power specification, the iteration continuesuyh alternate steps of FBB optimiza-

tion and resynthesis until the timing specification is meur @mulation results indicate that by
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combining the merits of the adaptive and synthesis-baspagphes, the resulting circuit meets the

performance constraints at all times, with only a minimglense in the area and power.

3.8 Background and Problem Formulation

We begin this section by determining the impact of NBTI ondkty and leakage of digital circuits.
We then explore the potential of FBB to achieve power-penfoice trade-offs, and accordingly

formulate an optimization problem.

3.8.1 Impact of BTl on Delay and Leakage

At the transistor level, the reaction-diffusion (R-D) frawork [13, 14] has widely been used to
determine the long-term impact of NBTI on the threshold agét degradation of a PMOS device.
Accordingly, theV};, degradation for a PMOS transistor under DC stress incressgaptotically
with time, ¢, asAVy, (t) 13 [18, 20, 32,43]. We also use a PBTI model where the degrauatio
mechanism is similar to NBTI, but the magnitudelgf degradation is lower. Specifically, in our
simulations, theAV;, for a PMOS device after £8econds# 3 years) of DC stress is 50mV,
while that for an NMOS device isz 30mV. The corresponding nominal values of the threshold
voltages, based on PTM 45nm model files [75], are -411.8m\afBMOS device and 466mV for
an NMOS device. Since NBTI affects thg, of PMOS devices, it alters the rising delay of a gate.
Similarly, PBTI, which affects NMOS transistors, changes falling delay of a gate.

At the gate level, we derive models for the delay and the lgalkes functions of the transistor
threshold voltages. We assume the worst-case degrada8pmpdel for all gates in the circuit, for
reasons that will become apparent in Section 3.9. The deldyemkage numbers for the degraded
circuit are computed through SPICE simulations'at 105 C, at different times. Since BTl is en-
hanced with temperature, the library gates are charaeteazthe maximum operating temperature
of the chip, assumed to #&= 105C.

The results from the above SPICE simulations are curvedfitteobtain models for the delay
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and leakage as a function of the transistor threshold vedtagihe gate delay), is modeled as:

oD

Vin,

D(t) = Do +

all transistors:

AVi, (1) (3.11)

where the sensitivity term&) DoV}, for each of the transistors in the gate, along the inputuatut
path, are determined through a linear least-squares ¢rvighis first order sensitivity-based model
is accurate, and has an average error of 1% in comparisontigthimulation results, within the

ranges ofl;;, degradation caused by BTI. Similarly, a model for leakdgezan be developed as:

oL
logL(t) =logLo + Y o AV, (1) (3.12)

- Vin,
all transistorg thi

Note that theAVy;(t), Dy, and Ly values are functions of the supply voltadé,;. The leakage
numbers are experimentally verified to have an average efr6f6 with respect to the SPICE

simulated values.
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Figure 3.15: The impact of BTl on (a) the delay and (b) the deggof the LGSYNTH93 benchmark,
“des,” as a function of time.

At the circuit level, Fig. 3.15 shows the impact of BTl on thedal and leakage of an LGSYNTH93
benchmark “des” as a function of time. The delay and leak&geaincompensated circuitiat 0,
are shown by flat dotted lines on each plot. The results itelitet the delay degrades by around
14%, whereas the subthreshold leakage reduces by aroundefi@¥ihree years of operation. We

ignore the contribution of gate leakage current here, sigther BTl nor FBB impacts the gate
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leakage. Further, with the use of high-k dielectrics, gatd&age has been reduced by several orders

of magnitude, making it negligible in comparison with thétweshold and junction leakages.

3.8.2 Recovery in Performance using FBB

At first glance, one may imagine that by returning the thrsholtage to its original value, FBB
could be used to fully recover any degradation in the PMOSIDNMransistor threshold voltage,
bringing thely, and Iy values of the device to their original levels, thereby coetglly restoring
its performance and leakage characteristics, as depigtBayi 3.16(b). The drain currerdy, for

a PMOS transistor is plotted in Fig. 3.16(a) for two distinases, i.e.Joh whenV,, = —V,,, and
It whenV,, = 0, using different scales. Fig. 3.16(a) plots the currenta &mction of PMOS
Vin, showing the reduction in the currents due to aging. Figo(®)Lshows the increase in the on
and off currents with the amount of forward body bi&%;} applied, computed when the transistor
is maximally aged. When a FBB of 0.32V is applied, this effey setsV;, to V;,,, and hence
Ton = Iong, andloft = lofty, Wherelon, and lofr, are the nominal values. The change in junction
capacitance and the subthreshold slope is assumed to begilmleglithin the ranges of the FBB

voltages considered in this framework, based on the reisul®®], and [81], respectively.
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(a) Decrease inl;, with in- (b) Increase i, with FBB.

crease inV;, due to NBTI.

Figure 3.16: Iy, and I characteristics (shown using different scales) for a PM@38cg with
NBTI and FBB.

However, on closer examination, it is apparent that thisistime case, due to the effect of the

substrate junction leakage. The results of applying FBB tengporally degraded inverter (after
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three years of constant continuous stress on all the ttarsisre shown in Fig. 3.17. Fig. 3.17(a)
shows the average defagf the inverter, measured és(m + 7r), Whererr and7r are the output
rise and fall times, respectively, plotted against the bioidg voltagel,,. Here, we apply an equal
Vi 1o all devices. The value of the delay at zero body bias reptsghe delay of the aged circuit.
The horizontal dotted line represents the delay specificatind after three years of maximal aging,
the circuit clearly violates this requirement. At this ppithe application of &/, of ~ 0.3V can

restore the delay of the inverter to its original value.
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Figure 3.17: The impact of applying FBB to a degraded investe = ;5 on its (a) delay (b)
leakage. Leakage subcomponents are shown in (c).

Fig. 3.17(b) plots the corresponding total leakage powmsrsisting of the sum of the subthresh-
old leakage and the substrate junction leakage, under nagXim degradation of both the NMOS

5The trend of average of rise and fall delays mimics that ofta galay, since alternate stages of
logic in a path (consisting of all inverting gates) underging and falling transitions, respectively.

106



and the PMOS transistors, The leakage computed=ab, i.e., with AV}, = 0, shown by the hor-
izontal dotted line, is chosen as the leakage budget: dfteetyears of aging, the leakage value
(shown at zero body bias) falls below this budget. The figli@s that with the application of
Vs, the leakage rises, and exceeds the budget at around 0.@afticular, the exponential increase
in substrate junction leakages with FBB leads to a shargase in the leakage beyond a certain
point. This is due to the exponential increase in substratetion leakages with forward body
bias, as shown in Fig. 3.17(c), which plots the individuahponents of leakage power, namely the
subthreshold and junction leakages for the NMOS and PMO®egvdenoted agyp and fjync,
respectively. We ignore the contribution of gate leakageeru to the leakage power overhead,
since BTl and FBB both do not cause any impact on gate leakaggher, with the use of high-k
dielectrics, gate leakage has been reduced by severabaflaragnitude, making it negligible in
comparison with the subthreshold and junction leakages.

From Figs. 3.17(a) and 3.17(b), it can be inferred that a detapecovery in the delay degra-
dation of the circuit could cause the leakage current toekd@s nominal value. Simulation results
indicate that our benchmark circuits require FBB of the orfg0.3-0.4V), which leads to a large
increase in the power dissipation, and can potentially exd¢le available budget.

In other words, the sole use of ABB (FBB) to restore fully tlegfprmance of the circuit results
in a substantial power overhead, particularly as we apprda lifetime of the circuit, where large
values of FBB are necessary. The use of ASV in combinatioh ABB has been demonstrated to
be more effective than using ABB individually [82]. Henceg wropose our first method, termed
the “adaptive approach,” that applies ASV in conjunctionthwABB to minimize the total power
overhead, while meeting the delay constraints throughwmitircuit lifetime.

As we will see from the results in Section 4.9.2, while themide approach provides area
savings in comparison with the synthesis approach, the maxpower dissipation overhead is
significant. Although ASV, when used in combination with ABBmpers the exponential increase
in junction leakages with FBB, the corresponding increasds,;; cause the subthreshold leakage
to increase exponentially, while the active power increapgadratically. Further, the amount of
threshold voltage degradation has a second order dependenthe supply voltage, with larger

Vaq leading to higherAV;, [19]. Our second approach further reduces the power dissipay
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combining the merits of the adaptive and synthesis appesathereby trading off area with power.
In particular, it supplements the use of ABB with synthesistead of ASV as in the adaptive
approach, yielding improved trade-offs. We refer to thishes*hybrid approach.”

3.8.3 Adaptive Approach

Under the adaptive approach, the optimal choice of the gadfithe NMOS body bias voltage,,,
the PMOS body bias voltage;,, and the supply voltagé;;,, to meet the performance constraint
is such that the total power dissipation at all times is mingd. An optimization problem may be

formulated as follows:

Minimize Paci(t, Via) +  Pig(t, von; vop, Vaa)
S.t. D(t7 Ubn s Ubp, Vdd) < Dspec

0<t < tie, (3.13)

where Pt and Pyg are the weighted active and leakage (subthreshold + juntgi@kage) power

values, respectively, whil®s,ecis the timing specification that must be met at all times. h ca
be intuitively seen that a solution to the optimization peob in (3.13) attempts to maintain the
circuit delays to be as close to (but still lower than) thecefimation as possible, since any further
reduction in delay using ABB/ASV is accompanied by a coroesling increase in the active and

leakage power dissipation.

3.8.4 Hybrid Approach

The hybrid approach uses a combination of adaptive methudipresilicon synthesis to optimize
the circuit for aging effects. The use of ASV results in a qa#id increase in the active power; in
contrast, at reasonable design points, synthesis candgroelay improvements with subquadratic
increases in the power dissipation. Therefore, the hylttaptve approach is restricted to the use
of ABB only, at the nominal/,; value.

The hybrid approach employs synthesis and ABB in an itezdtop, tightly controlling the

power increase in each step. For the ABB assignment stejg ¢ddip, the optimization formulation
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in (3.13) is recast within a power envelope, as a problem Eydeninimization subject to power

constraints.

Minimize max D(t, vy, vpp)
te[0,tife ]

S.t. Pig(t, Vo, Vbp)

IN

Pig(t =0)
0<t < e, (3.14)

where Pig(t = 0) denotes the leakage power budget. This budget is taken teehgetk leakage
of the uncompensated circuit, i.e., its leakage at 0. Note that this effectively bounds the total
power dissipation of the circuit to its value tat= 0, since the above optimization has a negligible
effect on the active power dissipation.

The solution to the above optimization problem reduces #laydof the circuit under power
constraints, but does not guarantee that the delays wilbwerlthanDspee If this is the case, in
a second step, the circuit is resynthesized to meet a healligtichosen delay specification, tighter
than Dgpeo att = 0. The iteration continues until the optimization in (3.14ngyuarantee that the

compensated circuit meefspecover its entire lifetime.

3.9 Control System for Adaptive Compensation

In this section, we investigate how an adaptive controlesyistan be implemented to guardband
circuits against aging. Prior work in this area can be sunmedras follows. A look-up-table-based
approach that precomputes and stores the optimal ABB/AB§fency values, to compensate for
droop and temperature variations, is presented in [80]. léarrative approach [78, 79] uses a
replica of the critical path to measure and counter the &ffetwithin-die and die-to-die variations.
Techniques for sensor design have been addressed in [34yBish propose high-resolution on-
chip sensors for capturing the effects of aging.

However, with increasing levels of intra-die variationstical path replica-based test circuits
require a large number of critical paths to providefagx distribution that is identical to the original
circuit, leading to an area overhead. Further, the crippedhs in a circuit can dynamically change,

based on the relative temporal degradation of the potgnaatical paths. Adding every potentially
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critical path from the original circuit into the critical ffareplica may cause the test circuit to
become extremely large. Apart from a high area overheadh adarge test circuit may incur its
own variations that may be different from those in the omgicircuit.

Owing to these drawbacks, we propose the use of a look-ueg-tatsed implementation to
determine the actual,,, vy, andV;,; values that must be applied to the circuit to compensate for
aging. The entries in the look-up table are indexed by tha tohe for which the circuit has been
in operation. This time can be tracked by a software routiitly ¢ = 0 representing the beginning
of the lifetime of the circuit after burn-in, testing, anchbing. The degradation in delays due to
accelerated stresses at high temperature during burreiacaounted for in determining (¢ = 0),
by adding an additional timing guardband. This softwaretrmbrenables the system to determine
the total time for which the circuit has been operational.

The look-up table method requires the critical paths andehmporal delay degradation of the
circuit to be known beforehand, to determine the entriehi@table. It is impossible to determine,
a priori, the exact temporal degradation of a circuit, since thisddp on the stress patterns, which
in turn depend on the percentage of time various circuit aate at logic levels 0 and 1. This
percentage depends on the profile of computations execyttklrircuit, and cannot be captured
accurately by, for example, an average probabilistic @y he only guaranteed-pessimistic mea-
sure for BTI stress uses the worst-case degradation ofiit@tciThe method in [36] presents such
a method, considering the impact of NBTI only, and deterithe worst-case scenario by assum-
ing maximal DC stress on every PMOS transistor. The idea eagxtended to include maximal
impact of PBTI on the NMOS transistors, as well, to computerttaximal degradation of the most
critical path in the circuit. The worst-case method to eatarthe maximal delay degradation after
t seconds of aging is computationally efficient, is inputteeindependent, and requires a single
timing analysis run based on the degraded NMOS and PM@Salues att. Due to the fact that
this is guaranteed-pessimistic over all modes of circuérapon, the set ofy,,, vy, andVy, values
in (3.13), determined using this number as a measure(of in this formulation, is guaranteed to
ensure that the circuit meets the delay specification urilleperating conditions.

The next sections describe the algorithms for the adaptiddla hybrid approaches to counter

the impact of BTI. In Section 3.10, we first outline an algumit for the adaptive approach to com-
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pute the optimal tuple entries in the look-up table at ddfgrtimes. We then investigate how further
area-power trade-offs can be achieved using the hybridoapprin Section 3.11, and describe the

implementation.

3.10 Optimal ABB/ASV Computation for the Adaptive Approach

D(t) (Delay) ‘
‘ v Original Circuit

Dspec g/ - § o > -

Apply : After ABB}/ASV
ABB/AS

ti—1 ti it
Time (s)

Figure 3.18: A plot of the delay of the nominally-designertgit, without adaptation, as a function
of time, showing degradation due to BTI effects, and a sclierabour compensation scheme using
ABBJ/ASV at three consecutive compensation time poitits,, t;, andt¢; 1, showing the delay of
the compensated circuit as a function of time.

We will begin by pictorially illustrating the idea of the gutave approach. Fig. 3.18 shows
the temporally degraded delai(¢), of the original circuit without ABB/ASV, where the delay
monotonically increases with time, and violatBgyec for somet > ¢;_;. The figure shows how
ABB/ASV may be applied at a timg_, to ensure that the delay degradation during the interval
[t;—1,t;] does not cause the circuit delay to exceed the specificatidie delay of the circuit
immediately after applying ABB/ASV, based on the look-upl¢éavalues at; ;, is denoted as
D(t;—1), and is guaranteed to always be less thage, Similarly, D(¢;—) is the delay of the
circuit just before applying ABB/ASV at;, and this typically touche®spe; Considering the

cumulative temporal degradationfat ¢; 1, the impact of ABB/ASV applied at that time point,
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and the temporal degradation due to BTl ougr {, ¢;], we have:

D(t; 1) < D(t;-1-)

IA

Dspec

At every compensation time point_;, the amount of adaptation required is dependent on the
delay degradation up to the next compensation time pgjimind follows the shape of the figure in
Fig. 3.18. In this figure, if no compensation is applied to ¢ireuit, the delay during the interval
[ti—1,t;] will be aboveDy,... To ensure that the delay meets specifications during thiegyeve
apply a compensation at timg |, whose magnitude is determined by the following result.
Theorem 1Under small perturbations to the threshold voltage dugitagg let D (¢) be the delay of

the aged circuit at any timg and assume that under a specific compensafigf,—) > Dgpecjust
prior to compensation timg. To bring D(¢;—) to be under the specification, the valueloft; ;)

can be adjusted, through compensation, to

D'(ti—y) = Dspec(%) (3.16)

Proof. For a MOS device}};, « t%, where the proportionality constant is different for NMO®la

PMOS transistors. If we consider the effect of aging frometitm ; to ¢;, for a specific transistor

type, 1
Vin (i) :< t; )E (3.17)

Vin(ti-1) ti-1
Since the perturbations fig;, over this interval are small (by assumption), the delay chegate
can reasonably be assumed to vary linearly With as defined by a first-order Taylor series ap-
proximation. Therefore, the delay of each gate changes hyl@phcative factor, given by the right
hand side of (3.17), implying that the delay of the circugcathanges by the same multiplicative

factor. In other words, if the delay at timg ; is changed td’(¢; 1)

D/(tif) . D(qu)
D'(ti1)  D(ti 1) (3.18)

Since our goal is to sdd’(t,—) = Dspeo the result follows immediately. O
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The adaptive strategy is developed at design time usingdhense shown in Algorithm 4,
which shows the pseudocode for computing the optimal ABB/A@&Iues as the circuit ages. The
algorithm begins by determining the amount of ABB/ASYV thatsnbe applied at the beginning of
the lifetime of the circuit (after burn-in, testing, and bing), denoted by, = 0, to compensate
for aging until the first time;. This can be computed by determining the amount of change in
the threshold voltage until, (denoted as\V;,|tq,¢1]), and performing an STA run, to determine
D(ty), as shown on lines 6-7 of the algorithm. The target delay aft@lying ABB/ASV is then
computed, as shown on line 9, by applying the scaling factonfTheorem 1 tdspe. As expected,
D(tg) < Dgpec Line 11 uses an enumeration scheme, based on the methaibeddsa [83], to
determine the optimal ABB/ASV that must be applied at titpe Line 14 computes the delay of
the circuit just prior to time;, i.e., D(t,—), which is less tharDspe, The method is repeated for

successive values of, and the look-up table entries are computed.

Algorithm 4 Adaptive approach: enumeration.

1. Determine the nominalt{ = 0) delay and power (active and leakage). By assumption,

D(tO*) < Dspeo

2: for t; =ty,...,t,—1 do

3 SetVyy(t;) = Vya(ti—q) if i > 0; else sel/y,(t;) to the nominalV, value.
4: repeat
5
6

SetV = Vdd(tj).
ComputeAV,[t;, t;+1] due to BTl assuming that in this intervaly; = V', and determine

Vin(tiv1).

7 Using static timing analysis (STA), determid¥t;, 1), the delay due to BTI just prior
to timet; 4.

8: {UseD(t;+1—) to determine the target delay &t upon the application of ABB/ASV.

9 SetD(ti) = Dspec( pils)-

10: {Determine ABB/ASV values to be applied at timi® meetD(t;).}

11: Use an enumeration scheme, similar to [83], to solve ftienization problem in (3.13),

i.e., determing(vyy, ., vy, Vgq) for the intervallt;, t; 1], such that the delay requirement
D(t;) is met, and power is minimized.

12: until (Vdd(ti) == V)

13:  {Compute the delay at the end of the interyal.

14: ComputeD(t;11—) = D(t;) + temporal degradation ovet,ft;,1]. At this point,

D(tiz1—) < Dspeo
15: end for
16: Return theuvy,,, vy, Vyq) tuples at all timesy, . .., 1.

It should be pointed out that there is a second-order deperdeetween the level &f,;, degra-
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dation andV; [19]. The value ofl/;; in the solution at; depends on the delay degradation over
[t:, t;+1], which in turn depends on the degradationlif during this interval, which is a function
of the V4 value at timet;. Hence, an iterative approach is employed, as illustrajethé repeat
loop.

The choice of the compensation time points depends on d$daetars. While we would like
to continuously apply the requisite amount of compensasiball times, so as to just meet the
performance constraints while minimizing the power ovatheén practice, the circuit can only be
compensated at a finite number of time poimtsThe number of compensating times chosen, (i.e.,

the size of the look-up table) and their specific values igtdichby the following factors:

e The resolution in generating the body-bias and supply gel$a A large number of body
bias and supply voltages require a sophisticated networbltdge generators and dividers,

adding to the area and power overheads.

e The minimum change in delay ovgf,¢;+1], subject to modeling errorsSince the delay
model has some inaccuracies, a control system with a langd@uof compensatory points,
where the delay over a pair of such successive times chamggsnarginally, may lead to

inaccurate computations, due to modeling erfors

e The resolution of mapping each delay to a uniqug, (vs,, Vaaq) tuple: Since there is a fixed
discretization in the values of each element of this tupdehecompensation step will reduce

the delay by a quantum, and finer-grained delay compensiatioot possible.

Section 3.12.3 explores the impact of the number of compimigspoints chosen on the temporal

profiles of the delay and power of the circuit.

3.11 Implementation of the Hybrid Approach

While the adaptive framework provides considerable savingarea as compared with synthesis,
the power overhead over the original circuit can still berapjably large, as will be shown in

Section 3.12. This is due to the fact that the reduction imydéhrough FBB is obtained at the

’In this work, we select our times such that the delay changes least 1% in each interval.
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expense of an exponential increase in leakage power, asrsEBen 3.17, while an improvement in
performance through ASV also results in an exponentiakiage in leakage powelof o e"), as
well as a quadratic increase in active power.

On the other hand, technology mapping can map the circuis¢éogates with different func-
tionalities and/or drive strengths. The use of this techaibas empirically been seen to provide
significant performance gains with low area and power owatbgefor reasonable delay specifica-
tions. Hence, a combination of this synthesis techniqué WBB has the potential to provide
improved results.

Accordingly, we propose a hybrid approach to design radialicuits. An iterative approach is
followed during design, alternating between the ABB assignt and technology mapping phases,
to ensure that the final design is reliable, and has minimakpand area overheads. The algorithm
consists of two distinct phases, namely the adaptive cosgtiem phase involving an optimization
formulation subject to power constraints, and the resgighghase, involving technology mapping
to meet a tighter design specification. Algorithm 5 des&ithe steps involved in this approach.

The algorithm begins with the adaptive compensation phakere the ABB optimization for-
mulation from (3.14) is solved. Lines 3-9 modify the framelwof Algorithm 4 to compute the
optimal (v, vpp) Values at different time points, instead of the optima), (vy,, Va4) tuple, such
that the delay is minimized without violating the leakagevpoconstraints. If the delay of the cir-
cuit throughout its lifetim&is less than the specificatidbspes then the optimization ends and the
optimal (s, vsp) €ntries are used to populate the look-up table, as shovimea 10-11.

However, if the delays are higher thénpe, the circuit is technology-mapped to tighter design

constraints, as shown in line 16. As a first order measurespgheification of the circuit is lowered

Dspec
max?_ | D(t;—)’

its lifetime, under the adaptive compensation schemeelfdbkage power of the circuit exceeds its

from Dgpecto Dgpecx wheremax]' ; D(t;—) is the maximum delay of the circuit over
budget value, the nominal value of the leakage power is epdand this new value is used in (3.14)
for Pig(t = 0), as shown in line 17, and adaptive compensation is now regeat this modified

circuit. The process of adaptive compensation (lines 3r@) technology-mapping for a tighter

target delay (lines 13-16) is performed in an iterative neanantil the circuit delays converge, and

8Practically, this involves checking the valuBst;) only at each of the compensation times,
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the timing specifications are met at all times. In practicdy @ few iterations are necessary before
the delay converges, as seen from our experiments.

As we will demonstrate shortly, our experimental resuldidate that this approach provides
savings in area as compared with the synthesis approacldissipates lower power in comparison

with the adaptive approach.

Algorithm 5 Hybrid approach - iterative adaptive compensation andi@olgy mapping.
1. Determine the original delay and leakage powegat 0. By assumptionD(to—) < Dspec
2: Assume the leakage powertat= 0 to be the leakage budget during adaptive compensation
phase of optimization.
{Adaptive Phase}
for t; = to, ... tn_1 do
ComputeAVy,[t;, ti+1] due to BTI at the nomindl,,, and determiné’, (¢;41).
Perform STA to determine the delaf)(t;,.1—), due to BTI, just prior to time;, and
determine the leakage powélig(t;+1).

7:  Use an enumeration scheme, similar to [83], to solve thienigation formulation in (3.14),
i.e., to determin€(vy,, vy,) SO as to minimize the delay)(¢;), while staying within the
leakage budget from line 2.

8:  Determine the delay before applying FBB at the next timatpae., D (¢;+1—).

9: end for

10: if all delays are< Dgpecthen

11. The optimization has converged; output the computed ¥&es to the look-up table.
12: else

13:  {Resynthesis Phase}

14:  Identify the highesD(t;—) and setDspec= Dspec X ﬁ to reduceDspec

15:  {Tighten the delay specification for synthesis to ensuregttat aging and subsequent adap-
tive compensation)) (0 < t < tjite) < Dspec}

16: Perform technology mapping to resynthesize the citner the tighter delay specification,
att = 0.

17:  If leakage power of this new circuit at= 0 is greater than the original leakage budget
computed in line 2, increase the budget accordingly.

18: Repeat from line 2.

19: end if

o gk w

3.12 Experimental Results

We now present the results of applying our compensationnsehte circuits in the ISCASS85,

LGSYNTH93, and ITC99 benchmark suites, synthesized on av@b]-based library. The body

116



bias voltage is altered in increments of 50mV, while incrateeof 30mV are used for the supply

voltage.

3.12.1 Results on a Sample Benchmark Circuit

We present detailed experimental results on a representaSYNTH93 benchmark, “des,” whose

delay and leakage variations under BTI, without ABB/ASV g@msation, were shown in Fig. 3.15.

Look-up Table Entries

Table 3.4: Look-up table entries for the LGSYNTH93 benchHmades,” using the adaptive and
hybrid approaches.

Adaptive Approach Hybrid Approach
Time Upn Vpp Vaa Delay Pact ]leg Upn Vpp Delay Pact ]leg
x10s | (mV) | (mV) [ (V) | (PS)| (uW) | (uW) | (mV) | (mV) | (ps) | (uW) | (uW)

Nominal 0 0| 1.00| 355| 641| 327 0 0 355| 641 327
0.0000 0 50 | 1.03 341| 680| 416 0 0 330| 643| 333
0.0001 0 50 | 1.03 341| 680| 346 50 50 334| 643| 332
0.0004 0| 100 1.03 351| 680| 362 0| 100 337| 643| 320
0.0016 50| 100| 1.03 351| 680| 369 0| 150 338| 643| 333
0.0035 0 50| 1.06 352 | 721 | 344 0| 150 340 | 643| 320

0.0080 50 50 | 1.06 351 721 357 50| 150 339| 643| 329
0.0180 50| 100 | 1.06 351 721| 368 50| 150 342 | 643| 312
0.0400 100| 100 | 1.06 352 | 721 377 50| 200 343 | 643| 328
0.0600 0| 100 1.09 351| 762| 353 50| 200 345| 643| 318
0.1100 50| 100 | 1.09 351 762| 360| 100, 200 343 | 643| 326
0.1700 100| 200 | 1.06 352| 720| 398| 100, 200 345| 643| 322
0.2500 50| 150 1.09 352| 762| 362| 150| 200 343| 643| 328
0.3600 50| 200| 1.09 351 762| 388| 150| 200 346 | 643| 316
0.5500 100| 200 | 1.09 351 762| 396| 100| 250 351| 643| 325
0.7500 50| 150 1.12 352| 804| 359| 100, 250 353| 643| 314
1.0000 355| 804 | 350 355| 643| 305

Table 3.4 shows the entries of the look-up table that enctbdesompensation scheme, and the
delay, active, and leakage power numbers for the adaptaré¢henhybrid approaches. The circuit is

compensated at different times, as shown in the first coluifalole 3.4, up to itgfe of 10°s. The

117



time-entries in the look-up table are chosen such that ttre@se in delay over any successive time-
interval is uniform, and that the circuit is uniformly comm@ated for degradation, over its entire
lifetime. A large starting value of = 10's, is chosen for the adaptive approaches, since the BTI
model for estimating the delay degradation of the circuiigorithm 4 is asymptotically accurate.
Further discussion on the optimality of the selection ofrthmber of time-stamps:j to compensate
the circuit, and its impact on the temporal delay-power earg deferred to Section 3.12.3.

The remaining columns of Table 3.4 show the details of thepmrsation scheme. Columns
2-7 correspond to the adaptive approach, and show, for eanpensation time, th@y,,, vsp, Via)
tuples computed by Algorithm 4, the final delay after apgyABB/ASYV, and the active and leakage
power values. Columns 8-12 show the results for the hybntagzh and display, respectively, the
optimal (v, vp) pair, and the delay, active power, and leakage power at eanpensation time.
The first four columns of the table, (bold-faced, with a graghground), denote the actual entries
that would be encoded into the look-up table for the adagtpygroach, while the first, eighth, and
the ninth columns denote the entries of the look-up tableterhybrid approach. The column,
“Delay,” denotes the delay of the circuit(t;), at the given compensation timg immediately after
applying ABB/ASV values from the table.

The results indicate that the target delay is met at all tinietp, up totje = 10°s, using both the
approaches. The amount of compensation increases with disnée circuit degrades due to BTI.
With the adaptive approach, which optimizes the power ufided delay constraints, a combination
of ABB and ASV is used to counter the effects of aging, on thgioal design, whose delay and
power values are shown in the row labeled “Nominal.” Thevactind leakage power values vary
as a function of time, depending on the optimal solution ehaogt each time point. As explained
in Fig. 3.18, the circuit is compensated for aging right fribra first time period [@;], by applying
ABB/ASV at timet = 0. Hence, the delay of the circuit at= 0 in the look-up table is less
than Dspec  The leakage power decreases temporally due to increabg, icaused by BTI, but
increases with ABB/ASV, and in our scheme, it is seen to exdbe nominal leakage. For the
hybrid approach, which uses a combination of ABB and sytighélse circuit att = 0 achieves
its delay reduction purely through synthesis. It can be $kanthe area overhead of synthesis in

this case is low: as compared to the nominal case, the acbwempincreases by 0.3% and the
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leakage power by 1.8%. The results indicate that the powmibets using the hybrid approach are

significantly lower than that using the adaptive approach.

Comparison of Transient Power and Delay Numbers

400

Synthesis
——Adaptive approach
380 —=—Hybrid approach
@ gxed power
= ---Dspec
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300 ' ' '
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Figure 3.19: Temporal delay of benchmark “des” using défeérapproaches.

The temporal variation in the delay of “des” is shown in Fid.8 The delay of the circuit, as a

function of time, is shown for:

¢ the adaptive method from Section 3.8.3, where the delay easebn to always be close to

Dspeo

¢ the synthesis-based method from [40], where worst-caseb@3ed library gate delays were
used during technology mapping to synthesize the circuithis case, the delay increases

monotonically with time.

e the fixed power case, corresponding to the results of solthegoptimization problem in
(3.14), where the delay is minimized through ABB under a pdwsiget, set to the power at

t = 0: this curve does not satisfy the delay specification.

¢ the hybrid method from Section 3.8.4, which satisfies thaydepecification throughout its
lifetime, and essentially corresponds to finding a poweciigation for a fixed power curve
that meetgpecat the end of the circuit lifetime. In this case, the powercspEtion implies

that the circuit is mapped to meet a delay specification 0p82@+ = 0.
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All methods were targeted to meet the same delay specificatig,ec = 355ps, throughout the

circuit lifetime and this value is shown by a horizontal linghe figure. This delay corresponds to

the nominal delay of the original circuit at= 0.

= Synthesis
Sgoop —+Adaptive approach 3
g —=—Hybrid approach

+ —Nominal
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3 300! N
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Figure 3.20: Temporal active and leakage power values &"“dsing the various approaches.

Figs. 3.20(a) and (b), respectively, compare the valuebetttive and leakage power for the
three approaches (adaptive, hybrid, and synthesis). Tiieontal line marked “Nominal” repre-
sents the power dissipation of the original circuit at 0. Since the synthesis approach performs
technology mapping for a tighter delay specification atbikkading to a large area, as compared
with the nominal design, the active power for the synthep@@ach is constant over the lifetime
of the circuit. For the adaptive approach, the supply veltggnerally (but not always) increases
gradually with time, as shown in Table 3.4. Correspondinttg active power increases almost

monotonically, as shown in Fig. 3.20(a). One exception &rttonotonicity ofl;;, as seen from
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Table 3.4, is at = 0.17x10%s, where the optimaluv,,. vy Vaa) tuple leads to a decrease lif),

accompanied by a larger increase(i, . vy,), With respect to the solution at the previous time
point, hence causing the active power to decrease temypaalseen in the figure. The figure indi-
cates that the maximum active power dissipated using thgtisdaapproach is less than that for the

synthesis-based design.
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Similarly, Fig. 3.20(b) compares the leakage of the varipsroaches over the lifetime of the
circuit, with respect to its nominal value. The leakage efslinthesis-based circuit is highest at
0 (when there is no BTI), but monotonically decreases wittetiitn contrast, the adaptive approach
tries to adaptively recover performance, at the expenseaéased power. The corresponding
overhead implies that the leakage power for this methocases beyond its nominal value. Note
that the leakage for the adaptive circuittat 0 is also greater than the nominal value, since some
amount of ABB/ASV is applied to the circuit to guardband agaitemporal degradation during
[0,%1], as shown in Fig. 3.18. The maximum leakage powet ¢t0) at any time point using our
approach is almost identical to that using the synthesifiogetas seen from Fig. 3.20(b).

For the hybrid approach, which uses a combination of syittae®l adaptive compensation, the
results provide improvements over these two methods, wsgarately. As shown in Fig. 3.20(a)
and (b), respectively, the active and leakage power=at0 increase very minimally (by less than
2%), as compared with the corresponding values for ther@igiircuit, due to an increase in the
area of the circuit during resynthesis. Subsequent adaptmpensation over the lifetime of the
circuit is performed under fixed power constraints to ensoat the power never exceeds its value
att = 0. Hence, the curves for the overall leakage and active p@sdunctions of time, are closest
to their corresponding budgets.

To illustrate how the hybrid approach works, let us considel.GSYNTH93 benchmark “des”.
The nominal delay of the circuit is 355ps, and the leakageepatt = 0 is 327uW. We begin
to apply the hybrid approach described in lines 4-9 in Akponi 5 on “des”. Using the fixed-
power optimization formulation in (3.14), at= tji, the delay of the circuit reduces only to 380ps
(from 415ps) without violating the leakage power budget#; 38V, and the active power budget of
641uW. Hence, in order to meet the final target delay, the cirauresynthesized by settinQspec

355%355 —
380

to 332ps. Technology mapping is performed again, and thetirggircuit now has a
1% higher area overhead, 2% higher leakage overhead, anihB& keakage power overhead. We
reapply the fixed-power optimization algorithm on this nfiedl circuit, and the lifetime delay of
the circuit subject to the new leakage power constraint @<3202:W is 354ps, which still meets
the desired target. Thus using a combination of adaptivepeoisation and resynthesis, the circuit

is optimally designed.
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3.12.2 Area and Power Trade-offs

In this section, we compare the trade-offs in area and powrevdrious approaches proposed in
this paper, for the five largest benchmark circuits from IS8A and LGSYNTH93 suites, as well
as some large ITC99 benchmarks. Table 3.5 presents the aregs and the maximal power
overhead of the adaptive and hybrid approaches, in congpavisth the synthesis method. The
column Dgpeo is the delay of the original circuit at = 0. The active (denoted aB,g,) and
leakage (tabulated a8xg,) power values of the uncompensated circuit shown in thestdbhote
their maximal numbers over the lifetime operation of thewit: The column%;'gg) denotes the
percentage increase in delay due to maximal BT afer(10°s) seconds of stress. The percentage
increase in thenaximum leakage and active power values dissipated over the tiraevadt[04jise ],
and the overhead in area, over the original design, are shothe table, for the three approaches.

Table 3.5 indicates that the synthesis approach has a leegage area overhead of 26%. How-
ever, the area overhead of the adaptive approach is restticthe look-up tables, voltage generators
for the additional supply voltages, and the body-bias galta and is therefore significantly smaller.
The work in [78] has shown that this overhead is within 2-3%haf area of the original design.
Thus, the adaptive approach provides significant areagsas compared with synthesis.

During optimization using the hybrid approach, the resgaih (technology mapping) phase
causes an increase in the area of the circuit, since thetdsa@mapped to tighter specifications.
The column “Reduction” in Table 3.5 indicates that usinghigbrid approach, the target delay (at
t = 0) during the technology mapping phase is only 5% lower thamttminal delay of the circuit,
whereas the target delay (at= 0) using BTl-aware synthesis s 15% less than the nominal
delay. Expectedly, this small decrease in delayxd% can be obtained with a marginal penalty in
area (average value of the order of around 2%) for most ¢#fcuHence, this overhead in area is
extremely small, particularly when compared with that gsgnthesis.

The power numbers shown in the table indicate that while dagtive and synthesis approaches

have large power overheads, the power overhead using thiel laydproach is extremely small, with

an average increase in active and leakage powers of theafrdesund 2-3%, over the wide range

%In reality, the area overhead is slightly higher, since therloead in creating wells for body
biasing, the look-up tables, and additional control cirgumust be considered. Nevertheless, the
area overhead is still lower than that using synthesis.
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of benchmarks tested. Thus, by combining the advantagetaptise compensation and BTl-aware
synthesis, we obtain an optimal final design whose area eadrts lower than that of the synthesis
based approach, while the power overhead is lower than thia¢ @daptive approach, for the same

delay specifications.

3.12.3 Optimal Selection of Look-up Table Entries

For the adaptive approach, the size of the look-up table rftiraber of entries) can be chosen
according to various criteria, as discussed in Section. 3rilthis section, we investigate the impact
of the size of the look-up table on the power and delay of tmepensated circuit, using the adaptive
approach. Accordingly, we perform simulations where threuii is compensated at eight time
points, instead of the 15 times chosen in Table 3.4. The cosgi®n time points correspond to
alternate entries from the look-up table in Table 3.4, amddbrrespondinguvy,,, vyy, Vaa) tuples,

found using Algorithm 4, are shown in Table 3.6.

Table 3.6: Look-up table entries for “des” using a coarsarggd adaptive compensation with fewer
time entries.

Time Upn, Ubp Via Delay Pact ]leg

x10°s | (mV) | (mV) | (V) | (pS) | (kW) | (W)
0.0000 50| 150 1.00 342 | 641 | 466
0.0004 50| 100| 1.08 348 | 680 391
0.0035 0| 100| 1.06 348 | 720| 378
0.0180| 100| 100/ 1.06 349 | 720 401
0.0600 50| 100 | 1.09 348 | 762 | 381
0.1700 0| 100| 1.12 348 | 804 | 363
0.3600| 100| 200 1.09 348 | 762 | 417
0.7500 50| 150 1.12 352 | 804 | 358
1.0000 355| 804 | 340

As expected, the results indicate that the delay of the itirsistill met at all times, but the
optimal vy, , vy, Vaa) tuples, and the corresponding delay and power values, #heeedit from the
corresponding values in Table 3.4. We compare these valu@dotiing the delay and power as
functions of time in Fig. 3.21. We refer to the adaptive apgtowith 15 entries in the look-up table
as the “Fine-grained” method, and that with eight entriethasCoarse-grained” method. We also

consider an extreme coarse-grained approach, where ABBi&8nly applied at = 0, to ensure
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that the circuit meets its delay specifications over itdilifie: this can be considered as a look-up
table with only one entry, at = 0, and is referred to as the “One-time” approach. Fig. 3.21(a)
shows the delays for all three of these approaches as adarafttime.

By design, all methods meet the delay specification overitbaitlifetime, but as the granular-
ity becomes coarser, the variation in circuit delay overtinecomes larger, since the incremental
delay degradation in each interval is higher, requiringdarchanges to they,, vy, Vaq) tuple at
each compensation time point, leading to larger swinggXas) below Dgpeo

The active and leakage power profiles for the three casebansn Fig. 3.21(b), and Fig. 3.21(c),
respectively. These trends show that the peak power digsipaf the circuit over its lifetime, for
both the active and leakage power, increase as the graput@iomes coarser. The fine-grained
approach used in our work, with 15 compensation time potherefore satisfies the requirements
laid out in Section 3.10, while maintaining a small overh&sbrms of the circuitry required for its

implementation.
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3.13 Impact of NBTl on SRAM and Design for Reliability

While the temporal degradation of static CMOS circuits caroffset by transistor sizing [36] or
other methods during design (to account for the decreasgwidriain current of the PMOS devices
due to NBTI), memory circuits pose a much greater challegea-speed trade-off solutions do
not work efficiently for SRAM arrays since area is a much greabncern in memory design as
compared to digital CMOS or analog circuit design. Previitesature that dealt with the effect of
NBTIl on SRAM cells, such as [9] and [84], measured the extédegradation of SNM due to NBTI
with respect to a reduction iviy;. However, our work, the first of its kind, focuses on the terapo
SNM degradation of SRAM cells due to NBTI. We first presentidation results that show the
impact of NBTI on an SRAM device as shown in Fig. 3.22, due t® tdmporal degradation of
PMOS devices.

WL

BL BLB
M1 M2
2:1 2:1
1T

&

M6
2:1 M3 M4 2:1
4:1 4:1

=

Figure 3.22: Six transistor SRAM cell.

3.13.1 Impact of NBTI on SRAM Cells

We perform transistor level simulations on the SRAM cellwhon Fig. 3.22 using BPTM 70nm
and 100nm models [85], using the NBTI model from Section 2ZThe three main parameters
analyzed are read-delay, write-delay and static noise ima8NM) which is a measure of read
stability. The results are tabulated in Table 3.7 for bot@rk and 70nm devices.

It can be seen from the tables that the read delay is virtualffected, the write delay improves
marginally, while the SNM of the SRAM cell decreases due toTNB'he SNM degradation as a
function of |V}, | is plotted in Fig. 3.23(a)-(b) for the 100nm and 70nm deviespectively. It can
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Table 3.7: Performance degradation (aftéfs) for a 100nm SRAM cell {;;, = —0.303V) and
70nm SRAM cell 3, = —0.22V) with V, = 1V atT = 110°C.

100nm cell 70nm cell
Parameter | nominal | NBTI affected | nominal | NBTI affected
Read delay| 187.6ps | 187.6ps 186.6ps | 186.1ps
Write delay | 45.69ps | 45.31ps 40.95ps | 40.68ps
SNM 0.1278V | 0.1254V 0.1007V | 0.0987V

be seen from Table 3.8 that NBTI increases the thresholdg®]twhich leads to a gradual reduction

in the SNM. This can lead to read stability issues and camgiatly cause failures.

Table 3.8: SNM degradation for 100nm and 70nm SRAM cells Wijth= 1V atT = 110°C.

100nm cell 70nm cell
time (s) | Vin (V) | SNM (V) | Vi (V) | SNM (V)
0 -0.303 | 0.1278 -0.22 0.1007
1 -0.3039| 0.1277 -0.2207| 0.1007
10* -0.3047| 0.1277 -0.2212| 0.1007
10? -0.3060| 0.1277 -0.2222| 0.1007
103 -0.3083| 0.1277 -0.2239| 0.1007
10* -0.3125| 0.1273 -0.2270| 0.1005
10° -0.3200| 0.1267 -0.2324 | 0.0999
10° -0.3333| 0.1254 -0.2420| 0.0987
107 -0.3569 | 0.1227 -0.2591| 0.0964
108 -0.3988| 0.1174 -0.2896| 0.0915

3.13.2 Recovering Static Noise Margin in SRAM Cells

As seen in the previous chapter, the generation of intetfaps due to negative bias is also accom-
panied by a process of annealing of these traps when theveegits applied at the gate is removed
Thus, if the voltage applied at the gate of the PMOS devicegslarly switched, dynamic recovery
of threshold voltage occurs and thereby significant amofipedormance can be recovered. This
concept of performance recovery due to the application 0bgie stress and relaxation on the gate
of the PMOS device can be used to improve the SNM of the SRAM Erle to the topology of
SRAM cells, one of the PMOS transistors is always turned oitewthe other one is turned off.

Only one of the PMOS transistors is affected by NBTI if thd cehtents are not modified. Hence,
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Figure 3.23: SNM versu§/;,| for a SRAM cell simulated at;;=1.0V and7T" = 110°C' using
(1)200nm and (ii)70nm BPTM technology.

Table 3.9: Static noise margin for the SRAM cell.

| t=0 t = 10%seconds

Non-cell flipping Cell flipping

device | SNM | SNM | ASNM | SNM | A SNM | Recovery
100nm| 0.1278| 0.1174| -0.0104 | 0.1205| -0.0703 | 30%
70nm | 0.1007| 0.0915| -0.0092 | 0.0944 | -0.0063 | 29%

if we periodically flip the contents of the cell, the effechdae balanced out. This idea is similar in
theory to applying AC stress on the PMOS transistors as @aptwsDC stress, as seen in Fig. 2.30.
As can be seen from Table 3.8, NBTlI is a fairly slow mechaniaohtae amount of degradation
in SNM is noticeable only aftet0® seconds# 1.16 days). Hence, it is adequate to flip the contents
of the cell at a frequency of once a day. We hereby presentiaimn results for our SRAM cell,
assuming a flipping rate df° seconds. Using the NBTI model in Section 2.1, the values, can
be calculated as a function of time. A plot 3%, | versus time is shown in Fig. 3.24(i)-(ii) for the
100nm and 70nm cells respectively. Ttig values are calculated at different time intervals and a
look up table of SNM versu¥y;, is built by simulating the SRAM at each value Gf,. The SNM
can also be plotted as a function of time and the plot for ba¢hcell flipping and non-cell flipping
case is shown in Fig. 3.25(i)-(ii) for 200nm and 70nm deviespectively. It can be seen from
Table 3.9 that cell flipping (at an interval ®0° seconds) reduces the amount of SNM degradation

by 30% for both 100nm and 70nm devices aftét seconds 3 years).
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Figure 3.25: SNM versus time for cell flipping and non-celpfling case for (i) 200nm and (ii)
70nm cell.
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3.14 Implementation of Cell Flipping in SRAM Arrays

In this section, we provide an overview of the implementatad cell flipping in SRAM arrays,
which are typically present in cache blocks in a processdre fivo main aspects of SRAM cell
flipping are the ability to flip the contents of all cells petically, and the ability to read and write

data correctly during normal course of operation, and thes@xplained in the subsections below.

3.14.1 Periodic Flipping of SRAM Cells

Flipping the contents of all cells eveiy)> seconds can be performed either through software or

hardware.

Software Approach:

In the software approach, a subroutine is written in theesgstio interrupt the normal operation
of the processor everl)® seconds. The subroutine runs from the first addressablédnaaf the
SRAM array till the last location and generates an increaleaddress. The data from the array is
first read into the processor registers. This data is indeated written back to the same address.
The address is then incremented and the loop runs till atdinéents are flipped. The advantage of
this approach is that it has zero hardware overhead and gamgeammed into existing processors
by writing a subroutine that runs eveiy® seconds. However, for large caches (say L3 caches)
which are far away from the processor, access to a singlédoaamay take about 100 clock cycles.
To read the data from every address, invert it and write bak&st more than 200 clock cycles per
location. It is unrealistic to run this subroutine over thdire cache since typically L3 caches are

often more than a few megabytes in size.

Hardware Approach:

In the hardware approach, the SRAM array is embedded withiawkal hardware and control sig-
nals as shown in Fig. 3.26. A one-bit control signal (Flipthwiwo mutually exclusive states to
indicate cache data access available to the processor ehd data being flipped is used. During

a normal data access in the cache, the address is placed address bus and is sent to the ad-
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dress decoder through S2 and the corresponding word lin&3@re activated. In case of a read
operation, the data is read from the SRAM array (S4), and tiygud of the sense amplifiers is the
final read-data sent to the processor. Writes proceed initasimanner except that the write-data
is placed on the write-data bus (S7) and is written into thehea For cell-flipping, the read-data
after the sense amplifiers (S6) is inverted and the negatad(88) is multiplexed with the actual
processor write-data. A counter capable of generatingemurive addresses (S1) is designed such
that the successive word lines are activated. The data fierhit lines are read, inverted, placed on
the write-data bus and are written back to the same locatimugh S7. The counter clock cycle is
equal to the read access time, plus the write access tineth@overhead in inverting the data and

placing it on the write-data bus. This process is continugil all addresses are accessed and the

entire data inside the cache is flipped.

Address

Flip S1 Address generated
{ by counter
L S2 Address issued to decoder
> S3 Word Line Bus
=gy & 83 | SRAM 154 Data read from SRAM
= ) By AlEY Array
1 /g 5 S5 Readdatat#
@ % 56 Readdata after Sense
= Amplifiers
s4/| ﬁs7 S7 Writedata to SRAM Array
Coun Sense
ter " — Amplifier o1
s |
S5

Figure 3.26: Hardware implementation showing the addifidrardware and control signals to be
added to SRAM arrays for periodic cell flipping.

The hardware approach is much faster compared to the seftagproach since the data is
flipped locally using inverters and written back through matiplexers. The total time of flipping
depends on the size of the cache only and not its relativardist from the processor, thereby
providing maximum benefit for L3 caches. Typically, in a prssor system, this flipping operation

can be performed when the processor erd@adbymode. This ensures that the normal processor
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operation is not affected and also helps better maintaihecaoherence since the data is not being
modified by the processor when it is being flipped interndiyrther, since the cache is not accessed
by the processor during standby mode, the impact of NBTI istnsaynificant since the cache
data remains unaltered for long periods of time (due to oootis stress on PMOS transistors).
Hence, maximum savings are obtained during prolonged lsyamibde of operation. However, if
the processor does not enter standby mode exactly at theltisieed (say every0® seconds), this
flipping mechanism can be performed as soon as the procegsos standby the next time. Further,
the exact time interval of flipping can also be adjusted basethe feasibility of implementation.
The operating system can be scheduled to perform this taskh@veryday (every.864 x 10°
seconds) basis rather than evéfy seconds along with other periodic tasks that run everyday.
(Simulations showed that flipping the cells everg64 x 10°s instead ofil0°s gave only @&.2mV
improvement in SNM which implies that the cell flipping menlsm is almost insensitive to small

changes in the flipping interval.)

3.14.2 Read and Write Mechanism Modification for Flipped SRA Cells

Modifications to the existing read and write mechanism apesgary since the data present inside
the cache is in its inverted state on alternate days. Thésetex approaches to ensure that the data

is read and written correctly namely software and hardwppeaaches.

Software Approach:

In the software solution, when the processor reads the dediernate days (days when the contents
of the SRAM are flipped), it must flip the contents after it iadeHence, every read instruction that
fetches data from the cache must be accompanied by a suogdBMERT instruction to invert the
contents of the read-data bus and interpret it correctha{tarnate days). Similarly, when the data
is being written into the SRAM blocks, on alternate days,itlverted data must be written. Hence
every write instruction is required to be preceded with aWBRT instruction.

Maintaining zero hardware overhead in the software appresasures that the read and write
access times are unaffected. This technique can be imptethenexisting systems by modifying

the compiler. However, this method requires the insertioancadditional instruction before every
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s6 &
‘ Clock ﬁsg

2:1 Mux for 2:1 Flip
Readdata Musx
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—> Inverters

Readdata to U Writedata from
Processor Processor

Figure 3.27: Hardware implementation to ensure corree detd and write in cell flipping caches.

write and after every read instruction. The savings in haréwdelays can potentially be offset by
the additional time it takes to execute these INVERT indioms. Further, in the case of direct data
transfer from, say, the L3 to the L2 cache, the data that istesred to the cache may be incorrect
(if true data is written on alternate days instead of invietata on alternate days) in the absence of

efficient synchronization between the cache data transferaler and the processor.

Hardware Approach:

In the hardware solution, the SRAM array is equipped withitémtthl circuit to ensure that the
correct data feeds into the data-bus. This is achieved hatluse of additional hardware and control
signals as shown in Fig. 3.27.

The read-data after the sense amplifiers (S6) is invertedtteegd-data# (S5). If the hardware
approach shown in Fig. 3.26 is used for flipping the contehes this signal is already available.
The read-data (S6) and read-data# (S5) signals are theiplexgd using a control signal (Day)

which indicates the current state of data (true or inveitethe SRAM arrays. The final data that
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comes to the processor is the true data irrespective of theodatate of the cache. Similarly,
for writing data into the cache, the processor always seneldrtie data on the write data bus.
Internally this data is inverted, and write-data and wdéda# (S8) are both fed to a multiplexer
which is similar to the read-mux (controlled by the Day sigjn@he output of the write-mux (S9)
is multiplexed with read-data# (S5) so as to ensure thatteedata is written during cache data
flipping and processor data is written during normal coufsgperation.

This scheme can be adopted for any type of cache and doesguirtereompiler modification
to read and write data. The data that is fed into and out of #uhe is always the true data and
hence inter-cache data transfer overriding the processasily possible. However, the presence of
a multiplexer and an inverter on the read and write critieahp affects the access time for read and
write. This may be significant for small cache blocks whioh e@lpbse to the processor.

It must be noted that the above analysis does not take intmuate¢he activity factor in the
caches and the intrinsic healing effect due to flipping ohdhiring processor writes or replace-
ments. While generating a model that reflects the operafittimegorocessor and cache blocks, over
a period of time as large as three years is seemingly impedgcii can still be argued that the above
model rather pessimistically estimates the impact of NBiflcaches (8-9% degradation after 3
years) by not considering the internal cell flipping durimgrmal process operation. Secondly, it
must also be noted that intrinsic processor writes may dfeotahe external cell flipping recovery
process causing non-uniform stress and relaxation phast®d®MOS devices in the SRAM cell.
Nevertheless, it can be argued that, although caches mayitbervinto frequently, since majority
of the data stored in the caches is either 1 or 0, not every l@very block of the cache is flipped
during processor writes/replacements. Further, if certaiche blocks are written into extremely
frequently (say at the rate of every 10-100 cycles), the ochp&d NBTI on these is almost zero,
since there is no chance for interface trap build-up, therequiring no recovery measures. Hence,
the above scheme provides a good performance metric as inbaseasure of the performance
recovery obtainable using cache flipping mechanism. Theafflipping can also be varied in ac-
cordance with the activity of the cache blocks. (L1 cachesflgaat a much faster rate as compared

to say L2 or L3 caches).
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Chapter 4
Timing Analysis under Process, Voltage, and Temperature

Variations

In this chapter of the thesis, we consider two aspects cditiani-aware timing analysis: one dealing
with nondeterministic parameterized variables, and therotvith a nonmonotonous variation in
delays with respect to temperature. While variation-avaaralysis using statistical models have
been researched extensively over the few years, such nsetkqdire a prior knowledge of the

exact distribution of the varying parameters, In the absescsuch data provided by the foundry,
approximate distributions are assumed, and timing arsafgsperformed to obtain a cumulative
distribution function (cdf) of the signal arrival times, tfe various timing critical paths in the

circuit.

This work presents an alternative solution to the probleng hat neither assumes any form
of distribution on the varying parameters, nor does it rexjus to handle the complexities during
propagation of signal arrival times using such probalilisiensity functions, (which lead to ap-
proximations, or inaccuracies). Instead our method relrethe lower and upper bounds of these
varying parameters, which are easier to obtain, and aimsrtgpate the timing at any setting of
the varying parameters through a single timing-graph teale This timing analysis framework,
known as parameterized timing analysis, bridges the ltroita of both multicorner STA (which
often is criticized as not scalable in terms of the varyingapgeters, and as being pessimistic and
risky in nature [86] due to the subset of the entire pararmsace considered), and statistical STA
(which is hindered by the inaccuracies during the MAX comagioh, and the necessity for the exact
distributions of the varying parameters, which may be haroktain).

Section 4.1 presents a framework for block-based timindyaiza where the parameters are
specified as ranges - rather than statistical distributiehieh are hard to know in practice. This
approach is accurate at all values of the parameters witkispecified bounds, and not just at the
worst-case corner. This allows the designers to quantéydbustness of the design at any design
point. This approach is validated on circuit blocks exeddrom a commercial 45nm microproces-

sor, and the results are detailed in Section 4.5.
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The effects of temperature on gate delay variations arembiegpespecially acute in nanoscale
technologies. Elevated temperatures reduce both thehtiicegoltage and the carrier mobility; de-
pending on which of these wins out, gate delays may increfssease, or vary nonmonotonically
with temperature. Consequently, the worst-case delaydifferent gates, or different blocks, may
correspond to different temperatures. Further, thesetwase conditions may be in the interior of
the allowable range, rather than at a “corner”. The lattet paChapter 4 details a procedure for
finding the worst-case delay of a circuit under thermal vemiss, first by finding the corresponding
value for a block (Section 4.7.2), and then by formulatingogtimization problem that finds the
most critical path (Section 4.9) across the circuit, at tiiedhip level. Our results in Section 4.9.2
indicate that the method can reduce the pessimism assbeidttea worst-case approach in deter-

mining the delay of a circuit.

4.1 A Framework for Timing Sensitivity Analysis

Microprocessors are designed under nominal or typical iiond where process parameters are
assumed to be at their nominal values. Unlike ASICs, whiehdasigned under worst-case as-
sumptions, microprocessor designers have relied upopegdstesting of manufactured parts to
grade parts by frequency, with higher frequency partsrggllit higher prices. However, due to
increasing levels of parameter variations, as well as aggre design styles that strive for the best
performance at the lowest power, designing at the nominalt auses surprises in silicon [87].
Often paths with large positive slacks turn out to be spestilig in silicon. Further, from a design
perspective, ordering paths by nominal slack, as is custgrdaes not provide a complete prioriti-
zation of paths to work on. For example, the slack distrinitof paths in a modern microprocessor
is as seen in Fig. 4.1.

Due to power performance trade-offs, a steep timing "wallieated, where a large number of
paths have the same slack. When the first silicon arrivesayt 0 happen that the drive strength
of certain kinds of devices - for example, low power devicasrs out to be lower than what was
assumed during design. As a result, paths that are morepdilidedo variations in this device type

are likely to show up as speed limiting in silicon, necesisitacostly design re-spins. In the above

1Slack values are normalized with respect to the FO4 delay af\erter, throughout the paper.

138



100 100
80 80
(2] (2]
£ £
T 60 T 60
S S
x 40 x 40
20 20
0 0

1 i 2 1 2
Nominal Slack Delta Slack

(a) Nominal Slack. (b) Slack Sensitivity.

Figure 4.1: CDF (cumulative density function) of the sla¢kh® top 1000 paths on a design block:
(a) shows the nominal slack while (b) plots the sensitivityslack, i.e.,A slack when the drain
currentl, of low power devices is 20% weaker.

example (Fig. 4.1), however, if in addition to nominal sla¢ke slack sensitivity of paths to the
drive strength of the low power devices were available, itldchave been possible to fix paths
that are very sensitive to the drive current variations of ffarticular device before tape-out. Here,
by slack sensitivity we mean the change in slack for a giveanghk in a parameter. For example,
the slack sensitivity distribution of the same set of patiisen the drive current of all low-power
devices is weaker by 20% is shown in Fig. 4.1(b). Note thasthep timing wall now has a finite
slope when viewed from a sensitivity perspective - pathsdppeared equivalent in terms of slack
appear different in terms of sensitivities. Thus, by takimigp account the nominal slack and the
sensitivity of the slack to parameters in conjunction witG amount of variations in the parameters
- often specified as a range, rather than a statistical loligiton - a more effective prioritization of

paths to work on can be provided to the designer.

4.2 Problem Statement

In this work, we propose a block-based algorithmic framéwor solving the following problem:
Given a set of parameters and their ranges (bounds), comapuategate arrival times (slacks) for
all settings of the parameters within the specified rangessimgle timing run. This allows us to

compute the arrival time (slack) sensitivity at any giveiinpe within the range of variations - by
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simply querying for timing information in the neighborhootithe point. Even though the nominal
values are specified as numbers they are not exact and aredagst as ranges. From Fig. 4.1(b),
it can be seen that this framework allows us to compute thegehin slack - slack sensitivity - for
any variation in drive current within the 20% bound.

It is generally accepted that block-based techniques hesaic advantages over path-based
methods, fast run times, incrementality and timing awarinpation, etc., and is the method of
choice in industrial timing analyzers. We distinguish oppiach from block-based SSTA [47,48]
which assumes that the distributions and their correlatae knowra priori. This is usually not the
case, but the bounds or ranges of parameters are easieatn. dbtirther, certain parameters such
asVy, and Miller Coupling Factors (MCF) are not statistical inurat and are therefore naturally
described in terms of ranges. Recently, a block-based stating algorithm that also works with
parameter ranges was presented in [88]. The primary goahbftork was to preserve the accuracy
at only the worst-case corner. To achieve this goal, thearime sensitivities to the parameters
were adjusted during the output arrival time computatiors aAresult, the arrival times at non-
worst-case settings were not accurate (we show this later dable 4.5.3). Our goal in this work
is different. we wish to compute accurate timing at all pgjmtot just the worst-case point. This
enables us to compute the sensitivity of a timing parameatevhluating the timing at two different

points in the parameter space and computing the change fimtimg quantity.

4.3 Previous Work and Limitations

In this section, we briefly describe a previous approach {B8&{ provides an upper bound on the
worst-case arrival times over all settings of the paramsetgthin a specified range. Suppose the
delay of a gate depends enindependenparameters, denoted, ..., p,. Assuming a first order

variation model, the delay can be written as:
n
d=d+) a;X; (4.1)
=1

whereq; is the delay sensitivity to some paramepgrand X; is the normalized variable gf; s.t.

-1 < X; <1forali=1,...,n. We refer to (4.1) as the delay hyperplane. We assume that
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the physical parameters such as channel lehgflh;;, etc. have been transformed into the abstract
parametersX; by means of the affine transformation as described in [88,8%8] useX to denote
the set of points in the hypercube defined-by < X; < 1. Since the arrival time at the output
node of a timing path is simply the summation of delays aldmgpath, we express the arrival time

A at the output node, as the arrival time hyperplane:

A=A+ zn: bi X (4.2)
=1
whereA is the nominal arrival time. Thus, the arrival time at thepaitnode of a path has a simple
representation that faithfully captures the sensitivityhe path to the parameters, given by the
terms in (4.2).

However, such a simple linear representation of arrivaéins not helpful for computing sen-
sitivities when many paths converge on a node. Considercgasio depicted in Fig. 4.2 which
shows four different paths with different arrival timesiidéed asd;, Ao, A3, andA, respectively),
and different sensitivities to some paramelgr If these four paths converge at the same node, the
arrival time at that node is given by the max of the arrivaldiof the four paths, and unlike (4.2),

the arrival time is a nonlinear function of the parameters.

Ay

Ay
Ag
AS\

Figure 4.2: MAX arrival time (AT) of four paths shown in (a)ing: (b) a bounding hyperplane
based on [88] and (c) an exact piece-wise planar repreganmtat

The maximum arrival time (AT) at the nominal value ¥f is given by path 2 (hyperpland,).
However, if the parameter changes by -0.5, path 1 is the domhipath whereas if the parameter

changes by +0.7, path 3 is the dominant one. Therefore, wereeg representation of arrival times
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that is faithful to the fact that different paths dominate ddferent settings of the parameters, and
as a result gives the correct arrival time for any settindnefgarameters.

One representation of the arrival times in the presence advafumction is to use a bounding
hyperplane as shown by the dotted line in Fig. 4.2(b) (In ongedsion it is a line.) [88]. The
authors of that work propose an algorithm that provides ht tigpper bound on the worst-case
arrival time value at the node. The advantage of this methdldat the representation is still linear
and canonical. This also ensures that the worst-case délthe @ircuit is an upper bound on
the true delay of the circuit. However, as mentioned in theduction, in microprocessor design
we are interested in the sensitivities around a design pather than the worst-case delay. As
Fig. 4.2 shows, the bounding hyperplane is significanthciu@ate at non-worst-case settings of
the parameters, particularly around the nominal valueesihis designed to be tight only at the
worst-case corner. Further, no information as to which mEattominant and under what conditions
is provided. However, if we relax the requirement that weppgate only a single arrival time
hyperplane, then a piecewise-planar representation dfi#¥ function is possible (as shown in
Fig. 4.2(c)). We allow a set of hyperplanes such that eactobtteem is the maximum hyperplane
for some setting of the parameters within the allowed rankpsitively, each hyperplane represents
a path up to that node in the timing graph.

Thus, we seek a means of determining a subset of paths conyertgevery node, such that the
arrival time hyperplane corresponding to every path in theset contributes to the MAX function.

In this context, for a set of arrival time hyperplanes given by:

i=1
we say that a hyperplang; is prunable if and only if:

maX(A],... ,Ay,,An) = maX(A],... ,Aj,],Aj+],...,An) (44)

For example, in Fig. 4.2(c)44 can be pruned because it does not contribute to the MAX func-
tion (shown by the dotted line). A set of hyperplanes is saidg irreducible if no hyperplane in the

set is prunable. Applying this definition to the four path$-ig. 4.2(a), we see that the three hyper-
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planesA;, A, A3 form an irreducible set and the MAX is shown by the dotted Im€&ig. 4.2(c)
which forms a piece-wise linear representation (piecevpksnar in higher dimensions). While
this raises the possibility of exponential blow up in the temof hyperplanes under the worst-case,
since every path (there are exponential number of patheiwthist-case) could become critical at
some setting of the parameters, we show in Section 4.5 tisasthot the case on practical industrial
designs.

We mention in passing that recently in [89], a branch and Houathod was proposed to com-
pute the exact worst-case path delay using the method oft¢8gtovide the bounds required to
prune the search space. While the method could be adaptedijfuute the circuit delay at any set-
tings of the parameters, it involves searching through #iba ppace any time the parameter setting
changes. Further, the run time depends on the quality ofgherlbounds. As shown in Fig. 4.2(b),
the upper bound can be very loose at non-worst-case settfrtge parameters, particularly at the
nominal corner. Finally, this method does not explicitipyide us with a technique for determining
under what conditions a particular path could become the omitgal, something that is useful for

the designers to know.

4.4 Propagation of Arrival Times

The basic operations of static timing analysis are SUM and\ferations. Given a set of hyper-
planesA; at the input of a gate, and a delay hyperpldpgefrom the input node to the output node,
the output hyperpland, is given by:

Az =Aj+dp|A; C Aq (4.5)

Thus, the SUM operation is canonical and the cardinalityhefdutput hyperplane is equal to that
of the input hyperplane, i.elAa| = |Aq].
However, for a MAX operation, given a set of arrival times at the inputs of a,gae arrival

time at the output of the gate is the union of the sets of drivees at the inputs. We refer to the set

2The algorithms described in the paper can be adapted for tNeoperation in a straightforward
manner.
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of hyperplanes at the output nodelds= 44, ..., A4,,. We must perform a pruning operation th
to determine a seA C U (ideally A would be irreducible). Such a pruning operation is necgssar
in order to ensure that the number of hyperplanes on everg dods not increase exponentially as
we perform a forward propagation of arrival times along therg graph.

Two different ideas are explored in this regard, leading\e @ifferent algorithms. The two

pruning strategies are explained below.

4.4.1 Pairwise Pruning

Given two hyperplaned; and A,, we write A, < Ay if A1 — A, > 0 for all values ofX; in X:

n

A — A+ (Z (b1i — b2i) Xi) >0 (4.6)

i=1

which is always true if;

o - > (Z (It - b%)) 4.7)

=1

Given two hyperplaned; and A,, we have one of:
1. A; < A, in which case we prund;
2. A; < Ay, in which case we prund,

3. neither of the above is true, in which case we retain bigtland A,

4.4.2 Feasibility Check Based Pruning

The pairwise pruning strategy described above does noagtes that the seX is irreducible. This
can be illustrated by Fig. 4.2 wherg will not be marked as nonprunable (using an algorithm based
on Section 4.4.1), since (4.6) does not hold for any hypagpthat is compared witH,. In order

to determine if a hyperplane 0 is prunable or not, it must be simultaneously compared with a

other nonprunable hyperplanesth Thus, to determine if a hyperplang; in U can be pruned,
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the following condition must be satisfied:

AjZAk,szl,...,Tn,k?#j
—“1>X;,i=1,...,n

has no feasible solution (4.8)

4.4.3 Exact Algorithms for Pruning Events During MAX Comput ations

Based on the above two pruning strategies, we present ¢ékeealgorithms to prune events. The
word exactis used to distinguish these algorithms, since the arricads computed at any node

using these algorithms is accurate.

1. PAIRWISE: The pairwise pruning strategy (Section 4.4slyised to determine prunable
events. Since, the condition to prune events in (4.6) isaeiffi but not necessary, the al-
gorithm does not produce an irreducible set, resulting mescedundant events being carried
forward. However, it is fast, and the pairwise checkingnofevents can be performed in
O(m?) time. The algorithm for PAIRWISE pruning is outlined in Alginm 6. The PAIR-
WISE pruning algorithm begins with the ddt and initially assumes that all the hyperplanes
in U are nonprunable. A hyperplanelihis compared with all other nonprunable hyperplanes

in U and if it is not prunable, it is added to the g%t

Algorithm 6 PAIRWISE pruning.
1 {U=A4,....A,}
2. A=1{}
3: Mark all hyperplanes non-prunable
4: fori=1:mdo
5. If A; is marked pruned continue
6
7
8
9

for j =1:mdo
If A; is marked pruned continue
If A; < A; markA; pruned
end for
10: end for
11: Add all non-prunable hyperplanesAo

2. FEASCHK: The feasibility check based pruning strateggc{®n 4.4.2) can be applied on

145



events to produce the true list of nonprunable or dominaehisv Algorithm 2 outlines
the FEASCHK pruning strategy. Since feasibility checkisgsupported by all LP (linear
programming) solvers, we use the commercial optimizatmckpge CPLEX [90] which per-
forms feasibility checking efficiently. We note that the@ighm is inherently parallelizable
since the feasibility check for each hyperplane can be pedd in parallel, if a multipro-
cessor machine were available. Also, unlike the method 9j, [BEASCHK can easily be

adapted to find a point iX where a given hyperplane (path) is nonprunable (critical).

However, this process potentially involves solving an exgdee linear program on every event

at every node, and hence may lead to larger runfiriresomparison with PAIRWISE.

Algorithm 7 FEASCHK pruning.

1 {U=A4,....A,}

2. A=1{}

3: Mark all hyperplanes non-prunable

4: fori=1:mdo

5 If A; is marked pruned continue

6 Formulate (4.8) and check for feasibility
7:  {Only include A; not marked
8
9

if Solution to (4.8) is feasibléhen

A=AUA,
10: else
11: Mark A; as pruned
12: endif
13: end for

14: Add all non-prunable hyperplanesAo

3. PAIRWISEFEASCHK.THRESH: In order to optimize the runtime spent in deterngriine
set of hyperplanes to propagate, FEASCHK algorithm can Ipdieab selectively. If the
number of hyperplanes on the node exceeds a certain usgfisgpahresholdN, we ap-
ply FEASCHK; else the PAIRWISE algorithm is used to prunehfaperplanes. This implies
that some redundant hyperplanes that can be pruned areccémward, until the threshold

is reached.

3Although the complexity of FEASCHK is also of the order®fm?) (since the complexity of
linear programming i§) (mn) for m equations im unknowns), i.e., the same as that of PAIRWISE,
the constants are significantly higher.
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4.4.4 Exploring Run-Time Accuracy Trade-offs

While the algorithms described in the previous subsectaresexact, the runtime depends on the
nature of the logic cone and the number of parameters carsidén the worst-case, the runtimes
could be exponential since the number of hyperplanes dataa increase exponentially. We now

describe two methods which trade-off accuracy for runtime.

A Soft-Pruning Strategy

The PAIRWISE pruning strategy can often be inefficient, iegdo an exponential blow-up in the
number of nonprunable hyperplanes, if most of them canngirbeed using (4.7). Instead, if we

relax (4.6) as follows, then additional pruning can be adte

A - Ay + (i (bubzi)Xi> >e,e<0 (4.9)
i=1
Intuitively, this implies that we markl, as prunable even if it can exceed by a small amount,
for some setting of the parameters. In order to account ffdbt that pruningds may lead to an
inaccurate timing estimate at some setting of the paraseta&r raise hyperplang; by increasing
its nominal arrival time , by the minimum amount required (416) to be satisfied. This not only
allows us to prunel, but may also allow several other planes to be pruned by tseddiyperplane
of Ay, thereby considerably decreasing the number of hyperpldrs must be propagated.

There is a trade-off between the number of hyperplanes grand the pessimism in the actual
arrival time numbers due to raising some of the hyperplabased on the value ef However,
in practice, a small value of, (-0.5% of 4;, based on our experiments) provides a considerable
speedup without significantly overestimating the arrivalets. In order to ensure that the increase
in the nominal arrival times (due to the raising a hyperpjataes not get cascaded during forward
propagation, an upper bound may be placed on the maximumrarpwhich a hyperplane can be
raised. In our implementation, we use this idea of a softstiwll for pruning our hyperplanes as a
preprocessing stage to reduce the cardinality dbefore applying FEASCHK. Each hyperplane is
allowed to be raised at most once during PAIRWISE pruning .®) is true but (4.6) is still false.
This algorithm is referred to as PAIRWISEOFT.PRUNEFEASCHK.
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Shrinking Hypercube Method

We now describe a method that allows accuracy to be tradddratuntime by limiting the number
of hyperplanes carried. This idea is explained in Fig. 4.@mgtour hyperplanes in an irreducible
set A are shown.X; is in [-1, 1] as before. However, iX; is restricted to lie in [-0.5, 0.5]4;
and A4 are prunable as shown in Fig. 4.3(b), while at the nominalevalf X; (interval size is zero)
A1, Az, and A, are all prunable. Thus, by reducing the size of the range airpeters, fewer
hyperplanes required to be propagated. Hyperplanes teatarprunable outside the range are
replaced with a bounding hyperplane using the method of. [8hile this method is pessimistic
outside the reduced range &f, it is faster since fewer hyperplanes are propagated. Ewrtly
preserving accuracy within the reduced range which is cetiten the nominal point, the arrival

times around the nominal are still calculated accurately.

(a) Four nonprunable hyperplanes (b) Shrunk hypercube for the four

(A1, Ag, Az, Ay). planes in (a), given by -0.5 X; <
0.5, such that only4, and A3 are
nonprunable.

Figure 4.3: Shrinking hypercube method.

More formally, for every node we have a triple consistingls honprunable hyperplanes, the
hypercube where the hyperplanes are nonprunable, and aibgumyperplane which is an upper
bound of all the hyperplanes at that node. Considemaimput gate, s.t. at each input we have
the triple: < A,X,, B > where A is an irreducible setX, is the set of points in the reduced

hypercube givenby1 > X; > 1,7 =1,...,n andB is the bounding hyperplane. To compute the
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triple at the output, we start with the initial triple U, X, Uy, > whereU = UA;,j =1,....m,

Xy is the smallest hypercube from the inputs, and is giveXy= NX,;,7 = 1,...,m, and

Uy, = By,...,B,,. We pruneU such that the number of nonprunable hyperplanes is less than
the user specified threshold. We do this by iteratively $tmiop X if necessary (by some delta),
and the algorithm, denoted as SHRINKYPERCUBE is detailed in Algorithm 4.4.4. A bounding

hyperplaneB on Uy, is also computed using [88] or other such methods.

Algorithm 8 SHRINK_HYPERCUBE pruning.

1: {(Inputs: U, Xq, Uy, N)}

{(OutputsA, X, B)}

{U=4y,..., A}

{Up =By....,Bn}

{N = maximum number of nonprunable hyperplanes allojved

{X = Initial hypercubé
Apply FEASCHK algorithm with bounds oK from Xg, to obtain the irreducible set &
while size(A > N) do

9:  Shrink hypercub&y by A
10:  Apply FEASCHK with new bounds oK to obtain the new irreducible set &f
11: end while
12: Compute bounding hyperplaizon Uy,

ONaRs®WN

The SHRINKHYPERCUBE method is equivalent to FEASCHK wha&nis in [-1, 1], and
reduces to the method in [88] i = 1. This algorithm can be extended to shrink each dimension

by different amounts and to also use some form of binary keaithewhileloop in Algorithm 4.4.4.

4.5 Simulation Results on Microprocessor Blocks

In this section, we present simulation results obtained 4Brem based commercial microprocessor
design. Global variations in four different parametersegpnamely supply voltagéd’{;), Miller
Coupling Factor (MCF), channel length of NMOS transistatg)( and channel length of PMOS
transistors ), are consideredL,, is divided into two different types, based on whether thaatev
is nominal or low power, and further into three types basethgout dependent information. These
six types are denoted ds,1, L2, L3, Lyipi, Lnip2, @and Ly, accordingly {p indicates that the
device is of low-power type). Similarlyl., is further divided into six different types,, Ly»,

Lp3, Lyipry Lyip2, Lyip2, and Ly,;,3. Each of the individuall parameters is now assumed to vary
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independently of each other, thereby resulting in 14 dffieémparameters (12 types, MCF, and

Viq). The ranges of these parameters are shown in Table 4.5.

Table 4.1: Range of variations for parameters.

Parameter (total of 14) Range of variationg
Vad 0to-18%

L, andL, (12 different types)| +10%

MCF +33%

The bounds on these parameters are provided as an inputtbmihg engine. We found that the
delay is linear in the parameter variations within thesgean The library characterization flow has
been enhanced to compute the delay sensitivities on aligraics with respect to each of the above
parameters as a function of input slopes and output load® pFining algorithms described in
Sections 4.4.3 and 4.4.4 are applied on four different desigcks. Table 4.5 presents information
about the benchmark circuits. The timing engine is implelegnn C++, with an interface to
CPLEX [90], to perform FEASCHK pruning. The arrival timesaromputed for RISE and FALL

transitions at the MAX and MIN modes as is typical in a statiging tool.

Table 4.2: Benchmark information for microprocessor desilpcks.
Block 1 | Block 2 | Block 3 | Block 4
No. of Registers 623 1086 2510 1021
No. of Nodes 21425| 22384| 40972| 50599
No. of timing arcs| 14143| 10044| 16879 46647

4.5.1 Run-time Comparisons

The runtimes for performing a forward propagation on thdrgngraph computing the set of ir-
reducible arrival time hyperplanes on every node are showfable 4.5.1. The runtime numbers

are relative to nominal timing, where the hyperplane with ldrgest (smallest) arrival time at the

nominal point for MAX (MIN) analysis is propagated.
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Table 4.3: Run-times (relative to nominal) with 14 paramsete

Method Block 1 | Block 2 | Block 3 | Block 4
PAIRWISE 4 1.20X | 1.15X| 1.69X
FEASCHK 14.11X| 1.67X| 1.40X| 1.74X
PAIRWISEFEASCHKTHRESH | 14.44X| 1.20X| 1.16X| 1.76X

The results indicate a significant difference between timéimes on Block 1 versus the other
blocks. As shown in Fig. 4.4, this is because there are a targier of reconvergent paths in Block
1 and consequently a larger fraction of nodes that contadrot@hore hyperplanes. Evidently, since
Blocks 2 - 4 consist of fewer critical paths that remain catiover all settings of the parameters, the
runtime increase is extremely small, particularly in congmn with a multicorner timing analysis
method, where the runtime is linear in terms of the numberoofiers chosen, and can potentially

be exponential in terms of the number of parameters.

0.9
» Block 1
508 Block 2 | -
2 Block 3
© 0.7 Block 4 | -
c
S
2 0.6f
(L

0.5

0.4 : :

10° 10" 10° 10°

Number of hyperplanes

Figure 4.4: CDF of the number of hyperplanes on the four lddok MAX operations, performed
using FEASCHK.

It is also interesting to see that, for Block 1, PAIRWISE &k order of magnitude more

runtime than FEASCHK although the complexity of PAIRWISHdss than that of FEASCHK,

4This run did not finish due to insufficient memory on a machiritn & 3GB RAM, with 10-20
nodes yet to be pruned, and propagated. The total runtinilethatdtrun however was already over
50X. Expectedly, the largest fraction of the runtime is $p@mthese final few nodes, where the
logic cone converges at the register, and these nodes hainldapg1000) hyperplanes each.

SUsing a threshold of 50, i.e., use FEASCHK to prune if numbdryperplanes exceeds 50, and
PAIRWISE otherwise.
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which can be explained as follows. Since PAIRWISE is a seffitbut not a necessary condition

for pruning, it carries forward a significant number of prioleehyperplanes, which has a cascading
effect as the hyperplanes are propagated through the tcilffEEEASCHK on the other hand does

more work to find truly prunable hyperplanes at every nodeth@siumber of hyperplanes it carries

forward is therefore significantly reduced. For exampleréhwere 93 nodes that had more than
1000 hyperplanes with PAIRWISE whereas there were only b sodes with FEASCHK.

The runtime scaling with number of parameters is comparegldtying the relative runtimes
(with respect to nominal) for cases of 4 parameters (obdalnyelumping the six’.,, types and six
L, types intoL,, and L, respectively), 8 parameters (nominal and low power typedusnped into
a single type), and 14 parameters. The results are showrdok B in Fig. 4.5. The results indicate
that both FEASCHK and PAIRWISEEASCHK THRESH show better scaling of runtimes with

respect to the number of parameters, as compared to PAIRWISE

10°
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——0—— FEASCHK
—4— PF.T50

Run-time
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Figure 4.5: Run-times are shown for a test-run where somleegtimary input arrival times were
adjusted differently from that used in Table 4.5.1 and othgeriments, so as to let the PAIRWISE
run complete.

To summarize, our experiments on the four circuit blocksdaie that PAIRWISBFEASCHK THRESH
provides significantly better runtime performance oveRAERWISE method for circuits with large
number of hyperplanes (as seen in Block 1). At the same tiperforms better than FEASCHK
on Blocks 2-4. Thus, it is the method of choice for perform@xgct pruning of arrival time hyper-
planes. Since Block 1 has large number of equally criticéhgave focus on that block in the rest

of the section.
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4.5.2 Approximate Methods

In order to explore runtime accuracy trade-offs, the SHRINKPERCUBE method, described
in Section 4.4.4 is applied on Block 1 for different valuesNof where N denotes the maximum
number of hyperplanes that can be propagated on every ndeeruitimes and the smallest size
of the hypercube, computed across the inputs of the 623 stglugates in the design, for the case
of 14 parameters, are shown in Table 4.4. A step-size of G2Bed to shrink the hypercube in
each iteration. The runtimes are compared with respectetd-BEASCHK runtime in Table 4.5.1.
The results indicate a good trade-off between the runtitesthresholdV, and the size of the

hypercube (denoted in Section 4.4.4dywhere—a < X;. < a,i=1,...,n).

Table 4.4: SHRINKHYPERCUBE method on Block 1 with 14 parameters.

No. of hyperplanes allowed Speedup over FEASCHK Size of hypercubd
50 0.69X 0.25
100 0.74X 0.25
200 0.83X 0.50
400 0.93X 0.75
800 0.99X 0.75

A cdf of the size of the hypercube for each of the timing c8riesBlock 1 is shown in Ta-
ble 4.5, for the case wherg was set to 100, in the SHRINKYPERCUBE algorithm. The results
indicate that more than 95% of the timing cones have a hyperofisize 1, implying less than 100
hyperplanes on them, and hence the arrival times computedl tlrese cones are exact, for any

setting.

Table 4.5: Distribution of the hypercube size on Block 1.

Size of hypercube No. of cones| Cumulative %
0.25 2 1.19%
0.50 2 2.38%
0.75 51 3.28%
1.00 1619 100.00%

To further explore runtime accuracy trade-offs, the PAIBREISOFT_PRUNEFEASCHK al-

A cone is a set of combinational gates in the transitive fafia sequential element.
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gorithm, explained in Section 4.4.4 was applied on BlockHe flesults are compared with FEASCHK
algorithm in Table 4.6. The table shows a reduction in theimas number of hyperplanes on a
node by a factor of three, when compared with FEASCHK. Acicylg, a 33% speedup over
FEASCHK is obtained at the expense of a small overestim@tiaximum of 1.6%) in the nominal

arrival times.

Table 4.6: Results for PAIRWISSEOFT.PRUNEFEASCHK on Block 1 with 14 parameters.
FEASCHK | PAIRWISE SOFT.PRUNEFEASCHK
Run-time 14.11X 9.58X
No. of hyperplanes on the largest cone 948 382

4.5.3 Slack Computation

We briefly explain how we compute the slacks at the inputs @stmpling registers on a cone in a
block. In our framework, the arrival times at the data andklmputs of the sampling register are
irreducible sets of hyperplanes denoted\asand A ., respectively. The required arrival time at the

data input of the sampling register is given by:

Rqg=A4; +T - S‘A]‘C €A, (4.10)

whereT is the cycle time and is the setup time. We do not consider the setup time varigtion
this work. On all our benchmarks, the cardinality Af was one since there was no fanin in the

clock network. The margin at the data input of the registeiven by:

Md = Rid — Ajd|Ajd c Ad7Rid S Rd (411)

Thus, (4.11) can be computed @ |A4/|Rq4]|) time. Mg may be further pruned using the tech-
niques in Section 4.4.3.

In order to evaluate the sensitivity of the slack of the vasipaths to parameter variations, we
first compute the set of irreducible slack hyperplanes atitita input of each of the registers on

Block 1, for the case of 14 parameters. We now consider the wath the highest number of irre-
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ducible slack hyperplanes on Block 1 (948 hyperplanes)leius.3 shows the slacks (computed as
a minimum of the margins of the 948 irreducible hyperpla@slfferent settings of the parameters,

(none of which are worst-case), the settings being:
1. nominal values of all parameters (Nominal)
2. all devices 5% faster (Fas)
3. low V4, high MCF (LowV,,, High MCF)

4. certain layout type devices being 5% slower due to litapgy effects during frbrication.

(Slow Layout)
5. low power devices being 5% slower (Slow Low Power).
6. all parameters at their worst-case (Worst-Case).

The slack at each of these settings is significantly diffehem the nominal slack, demonstrating

that paths have different sensitivities and the ability @f method to predict that.

Table 4.7: Slacks at different settings of the parameters.

Setting Normalized Slack Delta Slack w.r.t. Nominal AT Overestimation using [88
Nominal -0.16 - 24.42%
FastL +0.64 +0.80 33.21%
Low V4, High MCF -1.13 -0.98 20.23%
Slow Layout -0.74 -0.58 17.47%
Slow Low Power -1.45 -1.29 17.57%
Worst-Case -5.28 -5.12 0.00%

We also compute the upper bound on the arrival times (AT) el @ these settings using the
upper bounding hyperplane method in [88] in order to deteerttie extent of pessimism induced by
using such an upper bounding method, and the results arensghdie last column in Table 4.5.3.
Expectedly, at the worst-case corner setting, the artived tomputed using [88] is exact, and there
is no overestimation, whereas at other settings of the peteas) particularly at the nominal, the

arrival times computed using [88] are higher by as much a3®@-
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Fig. 4.6 shows the plot of the nominal slacks versus the naskstomputed at some point in
X for the 948 hyperplanes, determined such that the path whavkb a P in the figure, which has
a large nominal slack, becomes the most timing critical at fetting. The setting corresponded
to a nominalV,,, close to worst-case MCF, certain layout transistor typsedfast, others being
slow, and some of which were not at their extreme values irdhge. The set of paths that are
encircled are the most sensitive when the parameters cliemmeaominal to this particular setting.
Note that this information is not obtained in current timftmyvs based on nominal slacks. In this
case, the path marked with a P would not have been considatiedlc However, in our flow we

can compute the slack at any setting of the parameters, tialdieg a what-if analysis.

New Slack

Nominal Slack

Figure 4.6: Slacks at a different setting ¥fsuch that the path (marked P) in the figure, with a
relatively large nominal slack becomes the most timingaait
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4.6 Timing Analysis under Mixed Temperature Dependence

The traditional assumption that has guided timing analgdisat the delays of library cells increase
monotonically with temperature, due to a decrease in theilityobf transistors, and therefore,
the drain current. This phenomenon is commonly referredstoegative temperature dependence
(NTD). However, with transistor scaling and the use of losgpply voltages, the effect of thermal
variations on the transistor threshold voltad®) has also begun to significantly affect delays. An
increase in temperature causésto decrease, and the drain current to increase. In othersyord
elevated temperatures affect the drain current in opposites.

More concretely, the drain curremrt;, of a transistor can be expressed in the form:
Id = N(T)Com_ (Vgs - Vt(T))a ) (412)

where the terms have their usual meanings [91]. The delaygatavaries inversely witl,, i.e.,
higher values of; correspond to lower gate delays, and vice versa. Thermalticars can affect

I, in two ways:

e The mobility, 11, of charge carriers in a transistor reduces with increaséngperature;l’,

according to:

T

W) =t (£) (4.13)

whereT is the room temperature (typically, 300K), and> 0 is the mobility temperature

exponent, with a typical value af7 in highly doped silicon, and.4 in nanometer-thin silicon

layers, where boundary scattering becomes important T9#% reduction inu lowersi,.

e The threshold voltage of a transistdr;, decreases with increasing temperature along the
trajectory

Vi(T) = Vi(Tp) — & (T — To) (4.14)

wherex > 0 is the threshold voltage temperature coefficient with adgipvalue of 2.5mV/K
[93]. This trend makes it easier for a transistor to switclasttemperatures rise, and implies

a tendency for increased valuesigf

It is clear that the two phenomena above have opposite effext;, and therefore, the gate delays,
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and the trend of delay with temperature depends on whicheafitb is more dominant. For certain
operating conditions, such as in lowy, circuits, or circuits that use low; cells, the increase in
drain current due to a reduction I} can outweigh the reduction in mobility, creating a scenario
where the delay may decrease with temperature (an effegtrkias positive temperature depen-
dence (PTD) or inverted temperature dependence (ITD)),ay cmange nonmonotonically with
temperature (i.e., mixed temperature dependence (MT®PH4, 93]. Even the same gate type
may show a mix of various types of temperature dependenpendig on the capacitive load and
the input slew rate. The net result is that it is no longer iids$0 assume that the maximum circuit
delay occurs at the highest temperature, for a given pramegsoltage corner, as documented in
Section 4.7.2.

In previous work, it has been suggested that to reduce catpudl runtimes associated with
multicorner timing analysis, the circuit may be timed at &fixsetting, and the timing at each other
settings is computed using derating factors [94], baseti®sénsitivities of the circuit delays to the
varying parameters. Other approaches such as [41, 88, 8&inasthat the delay can be expressed
as a linear function of the varying parameters, and the fidgradelay-sensitivities computed about
the nominal setting, and perform timing analysis to detaethe delays at other settings. However,
we show results indicating that under mixed temperaturenidgnce, the variation in the delay of
the circuit with temperature is not only nonlinear and nonotonic, but also distinct for differ-
ent settings of process, and supply voltage. This rendets corner-based and sensitivity-based
techniques ineffective.

The work in [49] handles ITD by determining the maximum detdyeach gate, based on its
loading conditions, over the full range of operating temapanes. These delays are added for all
gates along a path to obtain the worst-case delay of the @sdhming the temperature of each gate
in the design to be independent of the others. As a resulcdhmputed delays can correspond to
significantly different temperatures, even for neighbgrgates. However, it is well-known, and
documented in [96,97], that over a circuit block, the spaaaiation of temperature is gradual. The
method of [49] is oblivious to this fact, and may well assigarsi-case delays to adjacent gates,
even though these delays are achieved at vastly differangegatures. This implies that while such

an approach provides an upper bound on the delay, this boagdepessimistic.
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An alternative, as proposed in this work, factors in the igpa€lationships associated with
an on-chip temperature profile. Unlike [49], we assume timeptratures of all gates within a
circuit block to be the same, while allowing the temperatfreach individual block is expected
to vary with time, considering changes in the power densitgen differing workload conditions,
environmental effects, etc, subject to thermal and powesttaints. This approach reduces the
pessimism in [49] by imposing additional realistic constta that capture the spatial variations in
temperature across blocks, as documented in Section 4.8.

Noting that the maximal delay of the circuit can occur at amgrimediate temperature, we
enumerate the delays at multiple temperatures during ¢bating analysis (STA), and thereby de-
termine the maximal delay, and the corresponding operaéingperature. However, since such a
naive enumerative approach has a large runtime and capeaeitiiead, due to storing and propagat-
ing the delays at multiple temperature points for each tiparc, we use a quadratic representation
of the delay with respect to temperature, and perform STAguis model. The results indicate
that using a temperature-aware STA, as opposed to meretyderimg the worst-case delays, based
on [49], leads to a lower number for the maximal delay of theuii. Similarly, considering the
thermal relationship across different blocks on a chip, @uspatial, power, and thermal correla-
tions, results in a lower number for the maximal delay of thigcal paths, that span across multiple
blocks in a chip.

For the problem of computing the worst-case delay undenthkvariations, Section 4.7 demon-
strates the limitations of a corner-based approach or aaddihsed on [49]. Next, Section 4.8
describes how the delay within a block can be computed ov@naérature range. Section 4.9 then
demonstrates how the worst-case temperature over an eintivit, consisting of multiple blocks,

is computed by solving a small optimization problem.

4.7 Temperature Dependence Trends

4.7.1 Temperature Dependence of Library Cell Delays

In order to investigate the temperature dependence ofjilmalls, we perform simulations using

two different PTM [75] 45nm technology model files, each hgvdistinctV; values. The nominal
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value ofV,, is chosen as 0.9V, whil&,,;,, = 0°C andT,,,x = 130°C are the minimum and maximum
temperature corner setting, respectively, and a step $i2€°&€ is used to characterize the cell
delays. The cell library consists of NOT, NAND2, NAND3, andDR2 gates, of different sizes,
with two versions of each type, i.e., consisting of I®vand highV; devices, respectively. The
use of such gates with differing; values is quite common in most standard cell libraries, deor
to reduce the leakage power of the circuit. The delays of ithing-arcs for each of the gates
are characterized at severd}-r pairs, and a look-up table is constructed, with interpofafior

intermediate values.
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Figure 4.7: Delay of two-input NAND gates showing instanckpgositive and negative temperature

dependence, based on the input slope &nd capacitive load{;,), and whether the transistors are
high-V; or low-V;.

Two distinct cases of temperature dependence for the délaytwo-input NAND gate are
shown in Fig. 4.7, corresponding to different values of cétpe loads ('), input slopes<), and
V; values. For example, the delay of a two-input NAND gate witthH/; transistors for a load of
8fF and an input slope of 30ps shows NTD. On the other handgartput NAND gate, with lowy;
transistors for a load of 4fF and an input slope of 60ps, sHW3. While Fig. 4.7 shows the delay-
temperature curve for two instances of a NAND gate, for a $afip-r combination, the library
delays across differertf;,-7 values show distinctly varying slopes, and temperatureégnces.
In general, gates with high; transistors tend to show a greater degree of PTD, as compatted
an identical gate that has loW-transistors, due to the sensitivity of the delay to tempeeain
(4.12). For lowV; devices, sinceW,, — V;(Ty)) = (Vaa — Vi(Typ)) is larger to begin with, a¥;
decreases with an increase in temperature the changé.n- V;)* dominates the mobility term

in (4.12), causing the drain current to increase with terjpee. However, the exact nature of
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temperature dependence (PTD, NTD, or MTD) of the gates, laadpread in the delay over the
range of temperatures, are strong function€’'gf r, transistor type (low¥; or high44), as well as

the structure of the gate itself.
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Figure 4.8: Delay of three ITC99 benchmarks showing theetltiéferent cases of temperature
dependence: (a) positive temperature dependence (PTmRfol _opt, (b) negative (NTD) for
b21 opt, and (c) mixed (MTD) for b22 _opt.

4.7.2 Temperature Dependence in Circuits

Typical circuits designed for optimal performance and pogansumption include gates that show
positive, negative, or mixed temperature dependence.eldrer, at the circuit level, one may expect
the thermal trends to be a result of this mix. Fig. 4.8 denmrates the temperature dependence of the
delays of three ITC99 benchmarks, synthesized using thm4sed library described above. The
circuit b21.1_opt, which uses a large number of law-cells, shows PTD, while the circuit b2ipt,
which uses high4 cells, shows NTD. On the other hand, circuit b2®pt shows MTD within the
temperature range, with the maximum occurring &&0and the minimum at 12C. Expectedly,
the spread in the delay with temperature is small for the M&Bec Intuitively, this corresponds to
the positive delay trend shown by PTD cells being countesedrbopposite negative trend in the
NTD cells.
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4.8 Block Level Timing Analysis

Different blocks in a chip can operate at different tempees, based on factors such as the spatial
and temporal distribution of power, signal activities, Woad conditions, and environmental vari-
ations. As described earlier, these blocks consist of gabese temperature dependence can vary
based on the transistor threshold voltages, loading dapaei, input slope, and the supply voltage.
A key step in full-chip timing analysis is in the analysis nflividual circuit blocks.

The approach in [49] provides such a technique, but assunees/drst case delay for each
gate within the operating temperature ran@é.i., 7max]. However, these worst-case delays could
correspond to drastic on-chip temperature variations éetwa gate and its neighbor, which is an
unrealistic scenario. As shown in thermal images publish§@6,97], on-chip temperatures exhibit
a vast degree of spatial and temporal correlation. Thisienpthat gates inside a circuit block can
be reasonably assumed to operate at the same temperatmg,giten instant of time

It is easily seen that the approach in [49] provides an uppanth on the maximal delay of the
full-chip path, but this bound may be pessimistic. In thistiem, we develop a procedure for a more
realistic analysis, and we quantify the level of pessimibat it removes in the analysis of a single
block.

4.8.1 An Enumerative Approach

Unlike conventional static timing analysis (STA) which sseworst-case temperature corner, typi-
cally at the highest temperature, we can see that a mix of RD, and MTD cells imply that the
delay of a circuit may be maximized at any intermediate teatpee. Our first approach performs
a simple enumeration of the delay analysis within the temipee range. The library is character-
ized at multiple temperatures within the range and the clearaed values are stored in a lookup
table: in particular, in our experiments, we use the tentpesarange betweefh,,;;, = 0°C and
Tmax = 130°C, with a of 10C, thus characterizing the library at 14 temperature poikite per-

form separate forward propagation of the arrival times ahed these 14 temperature points, and

’The time constant associated with the rate of change of textyse of a block is several magni-
tudes larger than the delay of the circuit block itself. Hentcan be safely assumed that during the
course of data propagation from the inputs to the outpugsteimperature of the block is invariant.
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determine the maximum delay of the circuit over all tempees.

Table 4.8: Block level static timing analysis under thernaiations using enumeration.
Benchmark| Width | Height | Minimum Maximum | Spread
T | Delay T | Delay

(mm) | (mm) | °C)| (ps)| (CC)| (ps) %

bl41 096 035 0] 2369| 130| 2480 5%
blalopt | 1.20| 0.37| 0] 2076 130| 2214| 7%
b151 0.72] 0.76] 130| 2102 30| 2195] 4%

b15 opt 0.60 0.91| 130 | 2466| 20| 2593 5%
b17.1 opt 1.39 0.93 0| 2254| 80| 2270 1%
b17 opt 0.95 1.64| 130| 2932| 30| 3057 4%
b20.1_opt 0.90 0.72 0| 2572| 130| 2708 5%
b20.opt 0.84 0.93 0| 2228| 130| 2823 27%
b21.1 opt 0.61 0.97| 130| 2711 0| 2791 3%
b21 opt 1.08 0.68 0| 2589| 130| 2801 8%
b22.1 opt 0.60 1.40| 110| 2794| 50| 2816 1%
b22 opt 2.14 0.89 0| 2736| 130| 2845 4%
C6288 0.47 0.46| 130 | 5113 0| 5478 7%

dalu 0.43 0.13| 130 | 2264| 40| 2345 4%
des 0.17 0.93| 130| 1409| 30| 1478 5%
i8 0.33 0.73| 80 998 | 30| 1009 1%
i10 0.43 0.33| 130| 2006| 20| 2031 3%
t481 0.78 0.38| 130 | 1125 0| 1181 5%

Table 4.8 shows the results of applying this analysis on #&tyaof large circuits from the
ISCASS85, LGSYNTH93, and ITC99 suites. These circuits arpped to a 45nm [75] based library
consisting of low and high; NOT, NAND2, NAND3, and NOR2 gates of different sizes. The
maximum and minimum delays of the most critical path witlitG, 130 C] are computed, and the
difference between these delays is the spread in timingti@mi of the circuit due to thermal effects.
Here, the minimum delay denotes the smallest delay of thgelsincritical path in the temperature
range, [0C, 130 C], and should not be confused with the minimum path delaheftircuit that is
used for hold-time calculations.

For each benchmark, successive columns of the table shodirttensions (width and height)
of the circuit block, the minimum longest-path delay for thecuit over the temperature range and

the temperature at which it is achieved, and the correspgndiimbers for the maximum delay.
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The last column shows the spread of delays over the tempenatnge.

Of these circuits, we notice that benchmark i@, in particular, shows a large spread in the
delay. This can be attributed to the fact that its implemté&aconsists primarily of highi4 devices,
and its delay significantly increases with temperature paspared with the remaining circuits. On
the other hand, the circuits with a low delay spread tend te lsamix of lowd; and high¥; cells
on the critical path: the former tend to show PTD while théelabften show NTD, as outlined in

Section 4.7.

4.8.2 Quadratic Delay Model for STA

Clearly, the enumerative approach in the previous sectiomi scalable and requires a high char-
acterization overhead; however, it uses exact timing nsodetl is accurate within the limitations
of the granularity of the enumeration. For the results shomehave verified that the step size of
10°C is sufficient to accurately capture the shape of the delesuggemperature curve. Therefore,
we propose a simpler analytic approach for delay analysiguiermal variations.

Linear delay models have been used extensively in timintysisaunder process perturbations,
for example, in SSTA methods such as [47, 48] and in cornsedbanethods such as [41, 88, 95].
Since MTD causes the gate delays to be nonlinear and nonorooposuch a model is incapable
of capturing these thermally-driven variations. Therefave propose to use a quadratic model of
the gate delays with respect to temperature. We experithemtaify that the fit obtained through
this model, with respect to the standard-cell library dalaya is extremely accurate, and the average
error is less than 0.5% across all the characterizationsdiurther, this model can be characterized
using only three points per timing arc, and hence providemga in memory to store the library
delays, as compared with the 14 points used in the enumetatag model in Section 4.8.1.

It has widely been observed that STA requires two computati@a sum and a max operation.
Therefore, under the delay model proposed above, STA exjaocurate closed-form computations
for the sum andnax of two quadratic functions. Of these, the sum operation ssyeaomputed:
given two quadratic delay®,, and D, the sumD3; = D; + D, can be computed i®(1) time by
simply adding up the corresponding coefficients for eaam tefrthe polynomial.

However, thenax computation is more involved, since the maximum of two gatidifunctions
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may not be a quadratic. Previous curve-fitting based tedesigo compute an efficient canonical
expression fotnax, in [95] do not guarantee the@ax to be an upper bound on the arrival times, a
crucial requirement for safe delay estimation. Hence, vesgmt a method to compute an upper-
bounded quadratic function that is the maximum of two giveadyatic functions, irO(1) time,
thereby ensuring canonicity in representation, safetystmetion, and efficiency in computation.
This method considers the various cases arising duringhthecomputation, based on whether the
delay-temperature curves are a constant, linear, moratibnincreasing or decreasing quadratics,
or are either convex (concave) with a minimum (maximum)Zin:[, Tmax]. The precise computa-
tions require case enumerations, and all details are dtescim the Appendix.

Table 4.9 tabulates the maximum delays in the temperatagerd0 C, 130 C], computed for
the eighteen benchmarks considered in Table 4.8, usindntee methods: enumeration, quadratic
delay model, and the worst-case method from [49]. ColummsiZBaepeat the enumeration results
from Table 4.8: these are considered to be the accuratesvalliee corresponding results using
the quadratic model are shown in Columns 4 and 5. Column 8 sliog results obtained from
worst-case model from [49]. It can be seen that the worst-oasthod may overestimate the delay
of the circuit by up to 4.5%, while the quadratic model redutteese errors to a maximum of 2%.
Like the worst-case method, the quadratic model maintaessimism; however, the corresponding
errors are, on average, 2% lower than those of the worstmatigod.

The sources of error in the quadratic delay model come fromstwurces: first, from errors in
curve-fitting the library delays to the quadratic model, aadond, from errors in th@ax computa-
tion. The accuracy of the quadratic approach is dependethteomature of temperature dependence
of the benchmark circuit. For instance, Fig. 4.8 demoresrétiat the benchmark b22opt shows
mixed temperature dependence, where the shape of the cinather convex nor concave in
[0°C, 130C]. Expectedly, a quadratic representation of the delaystmh cases may lead to an
overestimation at some temperature points. Neverthellesgesults indicate that themount of
overestimationin the delays (as compared with the enumerated delay madefsthan that using
the worst-case method.

The column denoted as “Runtime” in Table 4.9 shows the w&a8TA runtime using the

guadratic delay modeling approach, as compared with theerated delay model. Expectedly,
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Table 4.9: Comparison of delays using enumerated, quadeatd worst-case delay models.

Enumerated Quadratic Worst-case
Benchmark| Maximum Maximum Fractional Increase
Delay Delay CPU time | Delay
T | Delay T | Delay Error

CC)| (s)| (CC) | (ps) % (ps) %

b141 130 | 2480| 130 | 2480| 0.00% 0.79| 2577 3.9%
bl4a1lopt | 130 | 2214| 130| 2216| 0.09% 0.83| 2284 3.2%
b151 30| 2195 0| 2204| 0.41% 0.88 | 2207 0.5%
b15 opt 20| 2593| 20| 2593| 0.00% 0.86| 2657 2.5%
b17.1_opt 80| 2270| 110| 2305| 1.54% 0.99| 2373 4.5%
b17 opt 30| 3057| 30| 3058| 0.03% 0.94| 3068 0.4%
b20.1opt | 130| 2708| 130 | 2706| -0.07% 0.90| 2799 3.4%
b20Q.opt 130 | 2823 | 130| 2825| 0.07% 0.92| 2884 2.2%
b21 1 opt 0| 2791 0| 2779 -0.18% 0.90| 2840 1.8%
b21 opt 130 | 2801 | 130 | 2799 -0.07% 0.91| 2914 4.0%
b22 1 _opt 50| 2816| 70| 2865| 1.74% 0.87 | 2926 3.9%
b22 opt 130 | 2845| 70| 2866| 1.44% 0.88| 2961 4.1%
C6288 0| 5478 0| 5478| 0.00% 0.52| 5485 0.1%
dalu 40 | 2345| 40| 2345| 0.00% 0.49| 2370 1.1%
des 30| 1478| 30| 1478| 0.00% 0.75| 1479 0.1%

i8 30| 1009| 90| 1016| 0.69% 0.64| 1048 4.2%

i10 20| 2031| 20| 2072| 2.01% 0.69| 2075 2.5%
t481 0| 1181 0| 1181| 0.00% 0.70| 1181 0.0%
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the runtime of the quadratic approach is lower than the enate@ delay model, due to the reduced
number of library delays that are required to be parsed, @mmddsduring timing analysis. The run-
time savings varies with the size of the benchmarks (smba#achmarks show more savings due
to the larger fraction of time spent in loading and storing library delays), and the nature of the
delay-temperature curve, which determines the compl@fitiie max computation. While for the
enumerated delay model, the runtime for computing:the: of the arrival times at the output of
a gate is fixed, for the quadratic delay model, the number wiptdations involved in determining
the quadratianax of two quadratic delay functions strongly varies with theyst, monotonicity,
and convexity/concavity of the delay curves, as can be seem the Appendix. Further, the char-
acterization time for the quadratic model is significantwér than that for the enumerated delay
model, since only three temperature points are neededddbtimer, as opposed to 14 for the lat-
ter, for each library timing-arc. Thus, the quadratic apfois faster than the enumeration-based
approach, and also has a significant reduction in storageresgents, as compared with the table
lookup based enumerated delay model. To summarize, theajitadelay model provides a rea-
sonable trade-off between accuracy in estimation (amdumtarestimation in the maximal delays)
with the characterization and STA runtime, and the memoages

We now explore the impact of MTD on the shape of the delayusetemperature curve, under
process and voltage variations, since it is vital to deteenthe delay of the circuit accurately, at all

operating conditions.

4.8.3 Impact of Process and Voltage Variations

Previous works such as [94] have proposed the use of deffatitays to allow designers to predict
the delayD at a given process corner as a linear function of temperations easing the task of
timing analysis under thermal variations. However, the efssuch scaling factors is valid only
if the variation of delay with temperature is monotonic, ahd maximum occurs at an extreme
point. However, our simulation results, shown in Fig. 4.8 diable 4.8, illustrate that the delay
versus temperature curve can be nonlinear as well as nonamcimplying that such derating
factors cannot be used. Instead, the circuit delay must bgwoted at each desired corner setting

separately.
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Figure 4.9: Delay variation with temperature of benchmaek dt different PV corner settings (The
delays are normalized with respect to the delay at each catrie= 130°C, so as to enable better
comparison of the shape of the curves, and the temperatpesndence in each case.).

In fact, even for the same circuit, the nature of delay vematinder thermal changes could be
different at various process corners. Fig. 4.9 plots thaydef an LGSYNTH93 benchmark des at
the nominal, slow, and fast corners, normalized with resfiethe delay afl’ = 130°C at the cor-
responding corner. It can be seen that the three curves diffevedt monotonicity characteristics,
and the delays are maximized at different temperatures.térhperature that maximizes the delay
increases, as we move from the slow corner toward the fasegadue to the sensitivity of the de-
lays toV4, i (both of which depend of), andV,,. The curves for the remaining benchmarks show
similar characteristics, with the maximal delays occgrat different temperatures, across various
PV corners. This example illustrates that the performari@eaircuit under PVT variations cannot
be accurately predicted using derating factors or seit@tvaround a worst-case (or any other)
point. Instead, the gate delays and signal arrival timesfigreint temperatures must be estimated

separately at each corner.

4.9 Full Chip Timing

While Section 4.8 presents a method for determining the mabiemperature of a block, occurring
at any temperature withiff].;n, Tmax], different blocks in a chip can operate at different terper
atures, based on their localized workloads, activity fes;tlieakage and active power distributions,
and physical locations. In this section, we present a fraonlefor estimating the worst-case delay

of a circuit at a given PV corner.
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4.9.1 Delay Maximization of Critical Paths

The operating temperatures of different blocks in a chimgtiastant of time, are a strong function
of their spatial locations (which determine the lateraldwetiance of heat across blocks, and dissi-
pation to the heat-sink), and the corresponding poweribligion. To capture this information, we
use the thermal-electrical duality based on the finite difiee discretization of the heat equation.
Thermal resistances between adjacent blocks are detetntiased on their spatial separation, and
the material properties. Additional nodes are added foriritexface, spreader, and heat-sink for
each of these blocks, as in [98]. Given a power-Ragf the blocks, the temperatures of the blocks,
T, are determined as:

GT =P (4.15)

wheregG is the thermal conductance matrix, provided by applyingahatalysis on the network of
thermal resistances.

The power of the blocks can vary with factors such as the egiubin that is begin run on
the system, the workload conditions, and the ambient teatpe&r. The temperature on the chip
however cannot vary arbitrarily. Its spatial relationshgye captured by (4.15): if upper and lower
bounds onP are available, upper and lower boundsBrcan be computed as linear functions of
these values.

The relationship is based on the well-known property of amydtictance matrix, that its inverse
has no negative entries. Intuitively, this can be seen fioenfact that thQi,j)th element ofG !
is the effective resistance between nodasdj, which must be nonnegative in a physical system.
This property is particularly useful in translating if up@ad lower bounds oR to upper and lower
bounds oriT. In general, givemx = b, one cannot guarantee that;, = A~ 'bumi,, Wherex,in
andb,,;, are the minimum values of andb, respectively. However, for the relationsiG{ir’ = P,

since all elements o' ~! are nonnegative, it is true that

Tmin = Gilein (416)

Tmax — Gileax (417)
Therefore, since the entries Gfdepend only on the spatial locations of the blocks, whicHizesl,
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the maximum (minimum) temperature is a linear function efstiaximum (minimum) power.

Different blocks in a chip may exhibit widely varying tempaire dependences, implying that
the temperatures at which their delays are maximized camdstichlly different from one another,
as seen from Table 4.8. While different blocks in a chip caeraf locally at different tempera-
tures, these temperatures cannot vary arbitrarily. Hersmitang where two adjacent blocks, one
showing NTD, and the other PTD operate at temperatiliygs, andTm.,, respectively, such that
their delays are locally maximized, is quite unlikely. Givbounds on the active powers of the
blocks, the maximum variation in temperatures across Blekonstrained by (4.16). Accordingly,
the problem of optimizing the delay of a circuit under tengpere variations is now set up as that
of finding the largest allowable temperature that is coantstvith the relationship in (4.15). The
objective function is chosen to be the maximization of the s all block delays. Bounds on the
power dissipation of the various blocks are given as an inpthe system, and we find for each
block, the temperature within bounds determined by (4 @Y, results in the longest delays of the
critical paths across the chip.

The delay of a circuit varies nonlinearly with temperatwag seen from the results in Fig. 4.9.
The delay for each circuit block in the chip is determined &snation of temperature, as detailed
in Section 4.8 using the table lookup based quadratic delagein and is denoted a3(7"). The
delay of the most-critical pathDmax IS assumed to be the sum of the delays of the individual
critical paths in each of the: different blocks in the core, for illustrative proposes. caaingly,
we cast a nonlinear optimization problem, to determine silid&aassignment to the temperature of
the blocks, and their corresponding power densities, suahthe delayDnax Of the critical path,
is maximized.

The nonlinear optimization problem for a chip, such as that in Fig. 4.10, whose floorplan

hasn different blocks, and an illustrative critical path lies@n< n of these blocks, is as follows:

170



bl4opt

icache
dcache

12_left : 12_right

core

b17.1 opt

A
y

1.6cm

Figure 4.10: Floorplan based on [6], showing different thenarks in the core.

Maximize Dinax = ¥ Di(T;)
s.t. GT = P(T)

P, = A+ Li(T)VYi=1,...,n

Anin; < A; < Apax; Vi=1,....1n

Lpin, (T') < L,(T) < Loy, (T)Vi=1,...,n

Trnin S T S Tmax

T; > Tinterfacg Vi =1,...,n

Tinterface > Tspreadqr Vi=1,...,n

Tspreadey > Tsink, Vi =1,....n

Tsink; > TambientVi =1,....n

Tin < T; < Thax Vi=1,...,n
I < Tambient < Iy, (4.18)

The first constraint in (4.18) is given by (4.15), except tthegt power and temperature of the
blocks can both vary with time subject to other constraiBsunds on the active and leakage powers

of the blocks in the core, and the thermal constraints frorbS@place restrictions on the relative
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temperature of the blocks, thereby enabling us to find alféssiolution over the set of values
of T, such thatDnax is maximized. If these constraints are not considered, thgimal critical
path delays can be computed by simply assigning the temypertiat maximizes the delay of each
individual block, thereby leading to unrealistic cases rehedjacent blocks may have their delays
corresponding to the two corner temperatui@g, and7max respectively.

In order to determine bounds on the power dissipation, wsidenvariations in both the active
and leakage powers, with signal probabilities, and agtfettors, as well as due to PVT variations.
Accordingly, the P; term in (4.18) denotes the sum of the activi)(and leakage I{;) powers
for the n different blocks in the chip, while the power of the remagninodes are determined,
based on [98]. Since leakage powgrT'), is a strong function of the operating temperature, and
its value depends on the application run, signal probasliof the nodes, as well as the ambient
temperature, we characterize the leakage of our libratg e¢ldifferent temperatures, for varying
signal probabilities. Leakage simulations are performest several randomly chosen input signal
probabilities for each circuit block, to determine the mial and maximal leakage numbers at each
temperature, and polynomial best-fit functions with respe¢emperature, of the lower bound on
the leakagd..,in, and the upper bound,, ., are determined. Further, lower bounds on the leakage
may be modified under additional standby mode optimizatidmesies, such as sleep-transistor
settings, input nodal control, input vector control, reeebody biasing (RBB), etc. The lower and
upper bounds are computed separately at each PV cornegsstice leakage depends on bbif
andV;.

The active power, denoted ds for each of the: blocks in (4.18), is assumed to be temperature
invariant, and hence lies within a lower boudd,, and an upper boundnax, determined through
simulations, based on the activity factors of these bloeksch can vary with different applica-
tions. If certain blocks have the ability to be power-gatedlock-gated, the lower bounds may be
modified accordingly. Further, these bounds are computeddt voltage corner since active power
is a quadratic function of ;.

Since the chip may be operated under different conditidresatnbient temperatufBmpiens IS
also assumed to vary over a certain rafige7}], while the temperature of the blocks are assumed

to vary betweel,,,;» andT,.,. Additional constraints are added since the temperatutteedflock
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must be greater than the interface, which must be greatetthiesheat spreader, which in turn must
be greater than that of the heat sink. The humber of variablgs18) for a floorplan consisting of
n blocks, is equal t6n + 1, 4n for the temperatures of the blocks, and their spreaderfaue, and
sink nodesy each for the active and leakage powers, and one for the atribraperature. It must
be noted that the size of the nonlinear programming probtehmear in the number of blocks in
the floorplan, and is therefore expected to be tractable. sizeeof the problem considered in this

framework, and the runtimes are discussed in the next sectio
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While the above formulation does not consider the spatiaktations in power amongst differ-
ent blocks, along with the spatial correlation in tempemtthis information may also be suitably
factored in the form of additional constraints in (4.18)dzhen microarchitectural simulations. The
work in [99] provides examples of factoring in additionalamuarchitectural constraints such as
certain functionally related blocks being concurrently oraximal power constraint implying that
at most/ out of n blocks are active at a given time, etc. Such techniques aémefuenable us to
reduce the pessimism associated with estimating the maxistesy of the critical paths, by placing
additional restrictions on the relative power numbers eflitocks.

For simplicity in analysis, timing variations in the comational data path alone are considered
in this framework. The nonlinear programming formulation(4.18) can however easily be mod-
ified to consider both the data and the clock networks by deténg the lowest delay along the
capturing path and the path with the highest delay alongdnemating logic cone, to check that the

setup-time requirements are satisfied.

4.9.2 Results of Full-Chip Timing Analysis

Eighteen of the largest circuits from the ISCASS85, ITC9% BGSYNTH93 combinational bench-
mark suites that were analyzed in Section 4.8 are assumeazhstitcite the core of a chip, whose
floorplan is modeled upon the sample floorplan used in [6], iarsthown in Fig. 4.10. The cells
in these blocks are placed using Capo [100]. The delay of e&tiese blocks as a function of
temperature is computed by using the quadratic delay madalescribed in Section 4.8. Bounds
on active and leakage power are also determined, by runnuigpte simulations using randomly
chosen activity factors and signal probabilities for thienairy input signals. The ambient tempera-
ture is assumed to vary betweenn@@ 50 C], while the temperature of the chip itself is assumed to
vary over [0C, 130C].

The nonlinear optimization problem is then solved usingnfton function of Matlab [101] to
determine the temperatures of the circuit blocks, theivaetnd leakage powers, and the maximum
delay Dmax, Of the full chip path, in (4.18). The problem formulationdamptimization is repeated
at each PV corner, since the delay, and the power humbersheage with PV variations. The

complexity of the optimization problem depends on the nunadbélocks considered in the floor-
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plan. The matrixG in (4.18) is a system of sizén + 12 for n blocks in the core, based on the
modeling in [98], anch=23 for the chip shown in Fig. 4.10. Accordingly, the runtifoe solving
this nonlinear programming problem, consisting of arounddned variables, and a few hundred

equality and inequality constraints is of the order of lésmta minute, at each PV corner.

Table 4.10: Delay and temperatures for different cornerdulé-chip timing.

Vdd Process Tavg Tambient | Dmaz | Dwe (1 - D])%X)

Q)| (€| (ns)| (ns) %
Vinin slow 2277 12.37| 68.1| 72.1 5.5%
Vihom slow 51.47| 28.65| 60.5| 63.3 4.4%
Vinax slow 58.56| 11.27| 55.9| 58.0 3.5%
Vmin | nominal |  20.38 0.17| 48.3| 50.7 4.7%
Viom | nominal | 94.47| 35.12| 44.6| 46.1 3.2%
Vmax | nominal | 100.60| 17.32| 42.5| 43.3 1.9%
Vinin fast 20.32 6.44| 329| 344 4.2%
Vihom fast 70.52| 27.85| 31.2| 32.2 2.9%
Vinax fast 96.70| 27.74| 30.3| 30.9 2.0%

The results are tabulated in Table 4.10 for the nominal, ,shov fast process corners, for differ-
ent settings o¥/;;. The average temperaturég,(g) of the 18 benchmarks, along with the ambient
temperature Tampieny that results in the maximization of the objective functeme tabulated. The
results indicate that with increase in supply voltage, #mgeratures of the blocks that maximize
the delayD....x, shift toward higher temperatures. This is consistent with 4.9, where the delays
for the ITC99 benchmark des show lower PTD with increadifjg These delays are also com-
pared with the numbers computed using the worst-case méthiod[49] for each of the blocks
(as shown in Table 4.8 of Section 4.8), and by simply summiege delays for the critical path
(denoted ad,,.). Expectedly, our optimization approach reduces this uppend by up to 5.5%
across different PV corner settings, as indicated by thectdamn of Table 4.10.

Fig. 4.11 shows the solution to the optimization problem4iri8), i.e., the temperature of the
various blocks that maximizes the delay, for the nominai, fand slow corners, whose settings are
described in Section 4.8.3. Dark-colored blocks are radtihotter than the light-colored ones.
At the slow corner,V,, is at its lowest setting, and the impact 6f reduction with temperature

is dominant leading to PTD, hence the delay is maximizedrap&atures closer t6,,;, = 0°C,
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as seen in Fig. 4.11(a). Similarly, at the fast corner, whégeis at its highest, the reduction in
mobility dominates, and the delays largely exhibit a negatemperature dependence. Hence, in
Fig. 4.11(c), the temperatures of the blocks are closé&ttq = 130°C. Further, the results indicate
that the temperatures across the entire core at differdtimgse vary by a maximum of around
40°C, while the temperatures across adjacent blocks vary byst 20 C. This further justifies our
approach of using a single localized temperature variaii@lf gates inside a circuit block, and
also considering spatial correlations and power cong#g@s opposed to merely using a worst-case

method, based on [49].
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Chapter 5

Conclusion
In this thesis, we presented several algorithms for rditgband variability-aware analysis and
optimization of digital circuits.

We begin our thesis with an overview of Negative Bias Temjpeednstability (NTBI), aPMOS
transistor aging phenomenon. NBTI has become an imporédiability concern in present day
circuit design. The dynamics of interface trap generatimhannealing (that govern the mechanism
of NBTI) depend on a large number of complex factors, whighlmaanalytically captured using the
framework of Reaction-Diffusion (R-D) model. Our simpleadytical model for NBTI, presented
in the initial parts of Chapter 2 can be used to quantify thpdaot of transistor aging on ifs,
degradation, and thereby the shift in the delay (frequen€yfe circuit over its lifetime. Existing
NBTI models fail to account for the effect of finite oxide tkiess, and the role of the reaction
phase during recovery, thereby leading to poor scalapiityan inaccurate fit with experimental
data. A more detailed accurate model, that does not use slnasion that the oxide thickness
is infinite is presented later on in Chapter 2. The frameworkusing this model in a multi-cycle
gigahertz operation can be used to estimate the tempogg} debradation of digital circuits.

In the next chapter, we evaluate the impact of NBTI on the tmelplegradation of a digital cir-
cuit. Further, with the use of high-k Hf-based dielectrit® impact of PBTI on NMOS transistors
has also become significant. Accordingly, in the beginnih@lapter 3, we present a framework
to determine thé’;;, degradation of a transistor, using the reaction-diffugi®rD) model, and inte-
grate this into a static timing analyzer to compute the teraptelay degradation of digital circuits.
A worst-case method to estimate the maximal impact of BTI pessimistic manner is detailed.
The amount of overestimation in the delay of the circuit gdiinis method is investigated. Our
results indicate that the worst-case approach does notdemthrge amount of overestimation and
hence can be used as a measure of the impact of BTI on digitaitdifetime degradation. Besides,
we also demonstrate the potential for an input vector co(tv&) approach that can mitigate the
temporal degradation of circuits by arranging for the sigmababilities to be such that gates along
the critical paths undergo minimal stress.

The latter part of Chapter 3 presents three circuit optitiinatechniques to robustly design cir-
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cuits, accounting for BTI-induced temporal degradatioate3izing has previously been suggested
to redesign the circuit, targeting it to tighter timing ctiasts, such that even after maximal degra-
dation, the circuit still meets the original desired fregeye of operation over its lifetime. However,
we argue in Chapter 3 that incorporating the effects of BTFirdulogic synthesis better optimizes
the circuit, thereby minimizing the area and power overhe@adcordingly, our work proposes a
method to perform technology mapping, by taking into actdbie exact NBTI effect, and its de-
pendency on the amount of time for which the gate has beessetieand relaxed. Circuits are
synthesized to ensure optimal performance during theeelifigtime of around 10 years, despite
NBTI induced temporal degradation. The results of this Sfedd\NBTI-aware synthesis scheme
are compared with a worst case NBTI library based synthasi$ the area-power savings that can
be achieved are reported. Our experimental results irelibatt an average of 10% savings in area
and around 12% savings in power can be achieved using thisoohet

In the latter part of Chapter 3, we present a dynamic congchrique to optimally design
a circuit that can meet the original target frequency owelifietime. Previous BTl-aware robust
circuit design solutions in the presilicon design stageeal at guaranteeing reliable circuit perfor-
mance, can lead to large area and associated power overhdadsropose an adaptive approach
that determines the temporal degradation of the circui, @mpensates for it, through adaptive
body biasing (ABB) and adaptive supply voltage (ASV). Theults indicate that by combining the
adaptive and synthesis approaches, circuits can be efficguardbanded over their lifetime, with
a minimal overhead in area, and a small increase in powemmpared with a circuit designed
only to meet the nominal specifications. Further, techrsgaiech as those in [83] may be used to
apply ABB/ASV to simultaneously counter the impact of agiag well as process and temperature
variations.

In the final part of Chapter 3, we analyze the impact of NBTIlmdegradation of SRAM logic
cells. We show that in particular, NBTI can worsen the statise margin (SNM) of SRAM cells,
and this can cause read stability issues. A novel technifioelldlipping has been proposed which
can recover up to 30% of the noise margin degradation causetbdNBTI. Software and hardware
approaches for implementing this technique in data caateealso discussed.

In the next chapter of this thesis we solve two problems iriagl variability-aware timing
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analysis techniques. In the first part of Chapter 4, we ptesdramework to predict the timing
of circuits when no knowledge of the exact distribution df trarying parameters is available, and
only information about the parameters, and their rangekaoe/n. We show how the delay of
a gate can be modeled in this scenario as a normalized panareet hyperplane in terms of the
various parameters. We then present a block-based statiggtianalysis framework to determine
the arrival times and margins at all timing-endpoints inr@uit, at any setting of the parameters
within the hyperspace. We describe various pruning teckssicduringmax propagation, in this
paradigm. Our results indicate that this technique canieffily determine the most timing critical
paths in the circuit accurately, at different settings efvarying parameters, (min, max, worst-case,
best-case, nominal, lowz,, high-coupling, etc), using a single sweep of forward pgatien on
the timing graph. Results are shown on 45nm based commena@abprocessor circuits, and this
framework has been used to identify potential noncritiathp during design, that may end up as
speed-limiting in silicon, due to their large sensitiviti® variations.

The last part of this thesis deals with timing analysis urideerted temperature dependence
(ITD). Existing solutions to handle ITD lead to a large pessim in estimation, due to the under-
lying assumption that the temperature of each gate in aitibbock, can vary independently of
the others. Accordingly, in the latter part of Chapter 4, werfulate an optimization problem to
determine the temperatures of different blocks on a chipjestito thermal and power constraints,
such that the delay of the critical path is maximized. Thebfam is solved by first determining a
means of estimating the maximal delay of a circuit block, asitg the results of block-based STA
in a nonlinear optimization framework. Modifications to thdrrent corner based STA techniques
are outlined. Our results show that using a thermal awaltelfiiph timing analysis formulation,
the pessimism in estimating the maximal delays of the faip@aths is reduced by an average of

around 5%.
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Appendix A
Generalized Calculations for Determining the Number of

Interface Traps at the End of any Stress/Relaxation Phase
A.1 Stress Phase

In this subsection, we derive the trap generation calanatfor the(k + 1) stress phase that runs

from time 2kt to (2k + 1)ty. The effective time.s, at the beginning of this period satisfies
1 1
Nir(2kto) = sopkir(Dputo)s = kir(Dptet)® (A.1)

This implies thater = s5,.to. Therefore, the effective diffusion front at the beginnafghis period

D=

is atzq(2kto) = s3, (2Dty)%, and it expands during this period as:

xq(2kto +t) = 1/2D(t + s5,.t0) (A.2)
Therefore,
Nir(2kty +1) = kp(N%)2xq(2kty + 1)
= ku(NY)*\/Du(t+ sS,to) (A.3)

Using technigues similar to those employed in the derivdiin the second stress phase (Sec 2.1.6),

we substitute this in (2.8) to obtain

1

t 6
N[T(2kt0 + t) = (% + Sgk> N[T(tg) (A.4)

At t = ty, we have

Nir((2k + V)to) = (1 + s5.)8 Nrr(to)

and therefore

1
S(2k41) = (1+ Sgk)ﬁ'
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A.2 Relaxation Phase

In this subsection, we derive the trap generation cal@natfor anyk!” relaxation phase that runs
from time (2k — 1)ty to 2kt,. The hydrogen front during the® phase continues to diffuse in
an identical manner as that in the first relaxation phase &Rff)-(g) and Fig. 2.4(f)-(g)). How-
ever, since the number of interface traps available for {ohiflsion increases in dependent on the

diffusion front in the previous cycles, we account for thygfitroducing a new term; o, such that:

2(t+ (2k — D)tg) — a(t + 2(k — 1)ty)

Tratio((2k — 1)t +1) = x(t +to)

(A7)

The key idea is that the recovery in any given cycle is depetai@y on the interface traps generated
in the immediately preceding stress cycle. Accordinglg lamber of annealed traps, based on the

calculations in Section 2.1.5, is given by:

N (2% — 1)t +1) = Srran( (25— 1o + )NA, (2K — 1)t + 1)/E2D1

It can be seen that if we substitute= 1, we getraiio(to +t) = 1 and the above equation reduces to
(2.23), which is the backward diffusion equation for thetfiecovery case. The number of interface
traps can be expressed as the sum of the interface trapydahdie end of the previous relaxation
phase and the new traps created during the current sttegafien phases. Accordingly,
Nip((2k—1)tg+t) = NIT((Zk—Q)t0)+%N§2((Zk—1)t0+t)(m((2k—1)t0+t)—:c(2(k—1)t0+t)).

Simplifying, we have

&t
to+ 1t

Nip((2k = Do +1) = (Npr((2k — Dto + 1) — Nyr((2k — 2)ty)) (A.9)
Therefore, substituting this in

Nir((2k — 1)tg +t) = Nyp((2k — D)tg) — Nip((2k — L)tg + 1),
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we have

Niz((2k — 1)to) + Ny ((2k — 2)t0) tothrt

Nip((2k — D)t + 1) = (A.11)

&t
14+ Tot+t

At t = ty, we have
2 1
N[T(thg) = §N[T((2k — 1)t0) + §N[T(2(k — 1)t0)

and therefore

S = 5821471 + 5821472
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Appendix B
NBTI Model Assuming Atomic Hydrogen Diffusion

Although it is widely speculated that the diffusing spedieside the oxide due to NBTI is molec-
ular hydrogen, some researchers believe that the diffysi@se of NBTI action involves atomic
hydrogen species. While the analytical expressions andht@odology to compute the number
of interface traps generated due to NBTI have been outlinatétail for theH, diffusion case, a
similar analysis can also be performed for fiadiffusion case. Solving the R-D model equations

for the continuous stress case gives us the familiar res8Jtp, 17, 37]:

k; No
Ky

Nip(t) = (D17 (B.1)

The first relaxation phase and the subsequent stress ardtietaphases can also be solved in
the same way as in Sections 2.1.4-2.1.7. Expressing thedsials using thes;, notation” outlined

in Section 2.3.2, and computing;(¢y) using (B.1), we can write:

(7:-{-8277/)% nk <i<nk+m

SO

(B.2)

Skt 5”“’““”’“(@) nk+m<i<(n+1)k
1+ (s )

2
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Appendix C
Proof of (2.42)

We provide a proof for the approximation made in (2.42). F(@r38), we have:

sh=sp 1 (C.1)

2 1
Sp_1 = gSk,Q + 581“73 (C.Z)
Spoo=sp 3+1 (C.3)

Substituting fors;_3 in (C.2) using (C.3), and using the valuespf ; from (C.2) in (C.1), we have

6 2 1,6 1\ 6
S = §5k72 + § (st — 1) 6 + 1 (C4)

The above equation can be re-written as:
s —1=y=(ma+(1—m)(ab— 1)%)6

wherem = % andx = s,_». The right hand side can be simplified as follows:

Using (1 — a)s ~ 1 — & for smalla,

y ~ af (1—6“””)6
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Re-substituting fogy, m andx, we have

which is used in (2.42).
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Appendix D
Proof for NP Completeness of NBTI-Satisfiability Problem

In this section, we show that the problem of determining Whet satisfying assignment to the
primary inputs exists such that the “max delay” is equal ®"thorst-case” delay is NP complete.
The problem can be stated as follows:

NBTI-SAT = {< C > | There exists some feasible signal probability assignnarthe primary
inputs of circuit C, such that its “max delay” is equal to theotst-case” delay.

Theorem 1:
NBTI-SAT is NP-complete.

Proof:
We first show that the problem is NP-hard by providing a varifés well as a nondeterministic
polynomial time Turing machine for NBTI-SAT.

We show a verifier V for NBTI-SAT, given some certificate, whia this case is some assign-
mentP = py,...,p, to the primary inputs as:

V="0Oninput<< C>,P >:
1. Compute the “worst-case” delay of the circuit.

2. Determine the critical path of the circuit C, and computeether the SP of each node along

the critical path must be a 0 or a 1, or can be a don't care.

3. Use the SP values frol? for the primary inputs, to determine the signal probabitifyevery

other node in the circuit.
4. Compare these SP values with the SP values computed ir2Line
5. If they are the same, accept; otherwise reject.”

Thus, NBTI-SAT is in NP.

The following nondeterministic polynomial time Turning alene N can be used to decide
NBTI-SAT:
N ="“Oninput< C >:
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1. Assume that the SP of all internal and input nodes of C aamd compute the “worst-case”

delay of the circuit.

2. Determine the critical path of the circuit C, and computethier the SP of each node along

the critical path must be a 0 or a 1, or can be a don't care.
3. Nondeterministically assign =0or 1, fori =1,...,n.
4. Determine the signal probabilities of every other nodénecircuit.
5. Compare these SP values with the SP values returned froen2Li
6. If they are the same, accept; otherwise reject.”

Hence, NBTI-SAT is in NP.

We now show that NBTI-SAT is reducible to SAT in polynomiaht, and use the fact that SAT
is NP-complete [102] to show that NBTI-SAT is also NP-contgile

We first compute the “worst-case” delay of the circuit C, asiiomed above, and identify the
critical path. We then determine the signal probabilityreg primary output of this critical path.
Since the optimal SP values for the “worst-case” delay asranteed to be either 0 or 1, the SP
of the primary output is also either a 0, or a 1, implying thme butput is either logic 1 or 0. The

problem is now reducible to determining whether:

1. Asatisfying boolean assignment at the primary inputstexduch that the logic of this primary

output node isa 0 or a 1, as required by the “worst-case” NBhttions.
2. This assignment also satisfies the SP requirements of etlegr node on the critical path.

Clearly, this problem is equivalent to that of a booleanssatbility, along all nodes lying on the
critical path.

Thus, NBTI-SAT is reducible to SAT in polynomial time, andlierefore, also NP-complete.
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Appendix E

Max of Two Quadratic Functions
In this section, we show how the maximum of two quadratic fioms can be upper bounded by a
quadratic function irO(1) time. Given two quadratic arrival timd3; andD-, as a function of the

normalized temperature variahle

Dq(x) = a1z’ + bix + ¢

DQ(T) = (1,2.7/‘2 + bg.’lﬁ + c2 (El)
wherez varies in [0,1] (for convenience), we seek to compute a catadupper bound on:

Ds(x) = max(Dy(x), Di(x))

= max(Dsy(x) — Dy(x),0) + Dy () (E.2)

Equivalently, we seek to compute a quadratic upper bound@r(D4(x),0), whereD, = aqa® +

byr + ¢4 = (Do — Dy). Let this quadratic upper bound be representefdas- asx? + by + cs.

Further, it is desired thaD; be computed i) (1) time, and the overestimation be minimized.
Three different cases arise during the computatio®ef= max(Dy,0) as follows, based on

the monotonicity and convexity dp,, and the number of intersections with thexis,in [0,1]:

e Trivial Case - Zero intersections with z-axis

If D, is always positive, themax(D,,0) = D,. Similarly, if D, is always negative, then

the max is simply equal to 0.

e D, varies monotonically, and intersects the: axis once.

Two subcases arise based on the shapge,of

1. If D, increasesmonotonically, we have:

Dy4(0) = ¢ <0

Ds1)=a+b+c >0 (E.3)
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A quadratic upper bound on theax may be obtained as:

D5 = ax® + bz + cx (E.4)

sinceax? 4+ bx + cx > ax? + bx + ¢, for all z in [0,1] whenc < 0. The minimum
value of D5 in [0,1] occurs at: = 0, and is equal to 0, while the maximum value (at
x = 1) is equal to the maximum value @&f, and is given by: + b+ ¢, thereby satisfying

D5 = max(Dy,0). Aninstance of this case in shown in Fig. E.1(a).

If D, is alinear curve that intersects the origip; reduces to

Ds(z) = (b+c)x (E.5)

which is an increasing linear function, such that its vali® iatz = 0, andb + ¢ at

r =1.

Ds

05
1 D5 max

max N
0= Da

o 0.2 0.4 0.6 0.8 1 o 0.2 0.4 0.6 0.8 1
€T xT

(@) D4 increases monotoni{b) D, decreases monotoni-
cally. cally.

Figure E.1: Max for a quadratic function.

2. Similarly, if D, decreasesnonotonically, we have:

Dy4(0) = ¢ >0

Ds(1)=a+b+c <0 (E.6)
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Accordingly, D5 is given by:

2

Ds =ax®— (a+c)x+c (E.7)

sinceax? — (a+c)x+c > ax?+br+c,whena+b+c < 0, for all 2 > 0. The minimum
value of D5 in [0,1] occurs at = 1, and is equal to 0, while the maximum value (at
x = 0) is equal to the maximum value db, and is given bye, thereby satisfying
D5 = max(Dy,0). This case is shown in Fig. E.1(b).

It can be seen that D, is linear, D5 in this case reduces to:
Ds(x) = c(1 — x) (E.8)

whose value ig atz = 0, and O atr = 1.

While themax of a linear function and O can be upper bounded using a lingaession as
shown in (E.5), and (E.8), a tighter quadratic bound onutlagc can be obtained for the two

cases as follows:

1. If D4 is alinear increasing function such that 0 andb + ¢ > 0, thenmax(bx + ¢, 0)
is given by:

D = —cx* + (b+20)x (E.9)

5]

The minimum value ofD?, which is a monotonically increasing quadratic function in
[0,1], is equal to O at: = 0, while the maximum value in [0,1] is given by+ ¢. To

assert thaD? is always greater thab, = bz + ¢ and is less than (E.5), we have:

Di — Dy = [—cx?+ (b+2¢)x] — [ba + ]
= —cx’+ 2 —c

= —C(q; — 1)2 (ElO)
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which is> 0 for all = in [0,1], sincec is negative, while:

which is < 0 for all z in [0,1],

D — (b+c)x

= [—cx® + (b+2c)x] — [(b+ )]
= —c’+ex

= cx(l —x) (E.11)

sincec is negative. ThuspD: from (E.9) provides a

tighter upper bound on thaax, thanD; from (E.5).

2. Similarly, for the case wher®, is a monotonically decreasing linear function, such that

¢ > 0,and(b+ ¢) < 0, we have:

D= -(b+c)x’+br+ec (E.12)

Fig. E.2 shows the linear and the quadratiax for the two cases, denoted &5(lin)

andDs(quad), respectively. The quadratieax is in effect tangential to the-axis and

to the linear curveD, = bx + ¢, at the two end points, respectively.

05

05

Ds(quad) Ds(lin)
Ds(lin) Ds(quad)
max
max
- 0
Dy S
Dy N
-0.5 >
0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

xT

xT

(@) D, increases monotoni{b) D, decreases monotoni-

cally.

cally.

Figure E.2: Max for a linear function.

e D, is quadratic, and is nonmonotonic
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Two subcases arise whépy is convex depending on the shape of the curve:

1. If the minimum value ofD, is less than 0, this case is equivalent to the case where
D, varies monotonically, since the minimum value, and the nempitone ofD4 below
the x-axis has no effect on the shape of thex, as compared with a case whdbg

increases monotonically.

2. Fig. E.3 shows the case whdpg is a convex function that intersects theaxis twice in
[0,1], its values at: = 0 andx = 1 are both positive, while its minimum at somé& in
[0,1] is negative. An upper bounded convex quadratic onftimstion may be obtained

by using the following conditions:

D5(0) = D4(0)
Ds(1) = Da4(1)
Ds(z#) = 0
% = Oatx =a#

(E.13)

to solve forz# (in [0,1] which is the point at whictDs is minimized),as, b5, andcs.

The resulting curve is shown in Fig. E.3.

Figure E.3: Case wherB, is convex, and intersects theaxis twice in [0,1].

Similarly, two subcases arise whén, is concavewith its maximal value occurring at some

2* in [0,1]:
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Figure E.4: Case wherB, is concave.

1. If D, intersects the axis once in [0,1], as shown in Fig. E.4(a},jganonmonotonic, the

max can be determined i®(1) time, by using the following conditions:

Ds(x") = Da(a7)
dD
5~ patr = o
dx

(E.14)

and that the minimal value dP; is 0, at eitherr = 0 or x = 1, whereD, is negative.
Ds is araised version db, such that its lowest value is 0, and its highest value is equal

to that of Dy.

2. If D, intersects the axis twice in [0,1], as shown in Fig. E.4(lbd & nonmonotonic,

themax can be determined i®(1) time, by using the following conditions:

Ds(x™) = Da(a7)
dD
R 0Oatr = 2*
dx

(E.15)

along with D5(0) = 0 if 2* > 0.5, or D5(1) = 0 otherwise, thereby makin@; a
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positive raised version aby.

Thus, themax function of two quadratic delay arrival times can be comgwiciently inO(1)
time. Our simulation results show that given the nature efwtrriation of the arrival times along
different gates in the circuit, the maximum overestimatiorthe delays is less than 2%, as seen

from the results in Table 4.9.
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